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#### Abstract

We propose strongly consistent estimators of the $\ell_{1}$ norm of the sequence of $\alpha$-mixing (respectively $\beta$-mixing) coefficients of a stationary ergodic process. We further provide strongly consistent estimators of individual $\alpha$-mixing (respectively $\beta$-mixing) coefficients for a subclass of stationary $\alpha$-mixing (respectively $\beta$-mixing) processes with summable sequences of mixing coefficients. The estimators are in turn used to develop strongly consistent goodness-of-fit hypothesis tests. In particular, we develop hypothesis tests to determine whether, under the same summability assumption, the $\alpha$-mixing (respectively $\beta$ mixing) coefficients of a process are upper bounded by a given rate function. Moreover, given a sample generated by a (not necessarily mixing) stationary ergodic process, we provide a consistent test to discern the null hypothesis that the $\ell_{1}$ norm of the sequence $\alpha$ of $\alpha$-mixing coefficients of the process is bounded by a given threshold $\gamma \in[0, \infty)$ from the alternative hypothesis that $\|\alpha\|>\gamma$. An analogous goodness-of-fit test is proposed for the $\ell_{1}$ norm of the sequence of $\beta$-mixing coefficients of a stationary ergodic process. Moreover, the procedure gives rise to an asymptotically consistent test for independence.
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## I. Introduction

MIxing is a fundamental notion in the theory of stochastic processes. Roughly speaking, a stochastic process $\mathbf{X}=\left\langle X_{t}\right\rangle_{t \in \mathbb{N}}$ indexed by "time" is mixing if events separated by long time intervals are approximately independent. There are various notions to quantify such asymptotic independence, including $\alpha$-mixing, $\beta$-mixing, $\phi$-mixing, $\rho$-mixing, $\psi$-mixing; see Bradley [1] for a general survey. These notions of mixing are particularly useful in time-series analysis where nonasymptotic concentration inequalities are available for empirical averages of stationary processes, see, for example, Ibragimov [2], Doukhan [3], Rio [4], Bertail, Doukhan, and Soulier [5], Bradley [1], Bosq [6]. In order to be able to take advantage of these tools, in statistical studies one often assumes that the process is not only mixing but that the mixing coefficients are such that the desired concentration inequalities hold. Despite the widespread use of such assumptions, little attention has been paid to validating these conditions. For instance, in the context of sequential decision making in the presence of long-range dependencies, Grünewälder and Khaleghi [7] propose algorithms with finite-time guarantees which require known upper-bounds on the $\ell_{1}$ norm of the

[^0]$\varphi$-mixing coefficients of the pay-off distributions. They also show (see, [7, Proposition 9]) that individual mixing coefficients naturally appear in theoretical bounds on the quality of approximation of the optimal strategies by simpler and more computationally tractable approaches. Indeed, consistent estimators of mixing coefficients can serve as indispensable tools in modern statistics.

In this paper, we study the problem of estimating $\alpha$ and $\beta$ mixing coefficients. More precisely, we address the following problem:

> Given a finite sample-path of a real-valued, stationary ergodic process, how can one consistently estimate the $\alpha$-mixing and $\beta$-mixing coefficients of the process?

Since the $\ell_{1}$ norm of the sequence of these coefficients plays an important role in quantifying how much sample averages differ from their expectations (see, e.g. [4] Corollary 1.1]), we pay special attention to estimating the $\ell_{1}$ norm. Our main results show that consistent estimation of these norms is indeed possible, under the only assumption that the process is stationary ergodic. (If the process is not mixing, the estimators diverge to infinity.) We also show how these estimates can be used to derive consistent hypothesis tests on the mixing coefficients.

The main difficulty of the estimation problem stems from the fact that all mixing coefficients are inherently asymptotic quantities, yet one only has a finite sample available. This makes estimation a nontrivial task, especially when no a-priori properties are assumed apart from stationarity and ergodicity of the process. Our focus in this paper is on $\alpha$ and $\beta$-mixing coefficients, as these are arguably the most widely used notions of mixing with numerous statistical applications. One may, of course, ask the analogous questions on other measures of mixing. A particularly interesting notion is $\phi$ (or uniform) mixing (see, e.g. Bradley [1] for a definition) since under such conditions one has Hoeffding-type exponential inequalities in terms of the $\ell_{1}$ norm of the sequence of $\phi$-mixing coefficients, see Rio [4, Corollary 2.1] and Samson [8]. However, it is unclear if the $\ell_{1}$ norm of the sequence of $\phi$-mixing coefficients can be consistently estimated. In this case, a key challenge lies in conditioning on potentially rare events whose probabilities may be arbitrarily small. We leave this interesting challenge for future research.

## A. $\alpha$ and $\beta$ mixing

We start by defining the notions of mixing relevant to this paper. Let $(\Omega, \mathfrak{F}, \mu)$ be a probability space, and suppose that
$\mathfrak{U}$ and $\mathfrak{V}$ are two $\sigma$-subalgebras of $\mathfrak{F}$ respectively. A classical measure of dependence between $\mathfrak{U}$ and $\mathfrak{V}$, introduced by Rosenblatt [9], is given by

$$
\alpha(\mathfrak{U}, \mathfrak{V}):=\sup _{U \in \mathfrak{U}, V \in \mathfrak{V}}|\mu(U \cap V)-\mu(U) \mu(V)|
$$

which gives rise to the sequence of dependence coefficients $\boldsymbol{\alpha}:=\langle\alpha(m)\rangle_{m \in \mathbb{N}}$ (called the $\alpha$-mixing coefficients) of a stochastic process $\mathbf{X}=\left\langle X_{t}\right\rangle_{t \in \mathbb{N}}$, where $\alpha(m)$ is defined as,

$$
\sup _{j \in \mathbb{N}} \alpha\left(\sigma\left(\left\{X_{t}: 1 \leq t \leq j\right\}\right), \sigma\left(\left\{X_{t}: t \geq j+m\right\}\right)\right)
$$

The $\beta$-dependence $\beta(\mathfrak{U}, \mathfrak{V})$ between $\mathfrak{U}$ and $\mathfrak{V}$ was originally introduced by Volkonskii and Rozanov [10], [11] as follows (see also Rio [4]). Let $\iota(\omega) \mapsto(\omega, \omega)$ be the injection map from $(\Omega, \mathfrak{F})$ to $(\Omega \times \Omega, \mathfrak{U} \otimes \mathfrak{V})$, where $\mathfrak{U} \otimes \mathfrak{V}$ is the product sigma algebra generated by $\mathfrak{U} \times \mathfrak{V}$. Let $\mu_{\otimes}$ be the probability measure defined on $(\Omega \times \Omega, \mathfrak{U} \otimes \mathfrak{V})$ obtained as the pushforward measure of $\mu$ under $\iota$. Let $\mu_{\mathfrak{U}}$ and $\mu_{\mathfrak{V}}$ denote the restriction of $\mu$ to $\mathfrak{U}$ and $\mathfrak{V}$ respectively. Then

$$
\beta(\mathfrak{U}, \mathfrak{V}):=\sup _{W \in \sigma(\mathfrak{U} \times \mathfrak{V})}\left|\mu_{\otimes}(W)-\mu_{\mathfrak{U}} \times \mu_{\mathfrak{V}}(W)\right|
$$

where $\mu_{\mathfrak{U}} \times \mu_{\mathfrak{V}}$ is the product measure on $(\Omega \times \Omega, \mathfrak{U} \otimes \mathfrak{V})$ obtained from $\mu_{\mathfrak{U}}$ and $\mu_{\mathfrak{V}}$. This measure of dependence leads to the sequence $\boldsymbol{\beta}:=\langle\beta(m)\rangle_{m \in \mathbb{N}}$ of $\beta$-mixing coefficients of a process $\mathbf{X}$, where $\beta(m)$ is given by

$$
\sup _{j \in \mathbb{N}} \beta\left(\sigma\left(\left\{X_{t}: 1 \leq t \leq j\right\}\right), \sigma\left(\left\{X_{t}: t \geq j+m\right\}\right)\right)
$$

A stochastic process is said to be $\alpha$-mixing or strongly mixing, if it exhibits an asymptotic independence of the form $\lim _{m \rightarrow \infty} \alpha(m)=0$. It is said to be $\beta$-mixing or absolutely regular if $\lim _{m \rightarrow \infty} \beta(m)=0$. It is straightforward to check that $\beta(\mathfrak{U}, \mathfrak{V}) \geq \alpha(\mathfrak{U}, \mathfrak{V})$ so that absolute regularity implies strong mixing. Moreover, summability of $\boldsymbol{\alpha}$ (respectively $\boldsymbol{\beta}$ ) is clearly a sufficient but not necessary condition for a process to be $\alpha$-mixing (respectively $\beta$-mixing).

## B. The estimation problem

Regardless of whether or not a process is mixing, its mixing coefficients provide a measure of its dependence structure. Moreover, as mentioned above, individual $\alpha$-mixing (respectively $\beta$-mixing) coefficients and/or their $\ell_{1}$-norm $\|\boldsymbol{\alpha}\|=$ $\sum_{m \in \mathbb{N}} \alpha(m)$ (respectively $\|\boldsymbol{\beta}\|=\sum_{m \in \mathbb{N}} \beta(m)$ ) commonly appear in concentration inequalities for dependent processes. Thus, in order to use these bounds in a statistical problem where the samples may be dependent, knowledge of the sequences $\boldsymbol{\alpha}, \boldsymbol{\beta}$ or at least of their $\ell_{1}$ norms is required.

For certain subclasses of dependent processes, bounds on the mixing coefficients are known. For example, conditions for the geometric ergodicity of Markov chains have been well studied, see Meyn and Tweedie [12] and references therein. More recently, some upper bounds on the mixing rates of nonstationary ARCH processes were proposed by Fryzlewicz and Rao [13]. However, for larger classes of stationary processes, the mixing coefficients are typically unknown, and surprisingly little research has been devoted to the problem of estimating mixing coefficients. One exception is the work of McDonald,

Shalizi, and Schervish [14], [15] who provide estimators for $\beta$ mixing coefficients and show consistency of their estimators. Unfortunately, due to a lack of precision in the presentation, we were unable to verify some of the main claims of these papers. Our work does not build upon these results and we consider a more general setting where, apart from ergodicity, no assumptions are required on the process distributions (as opposed to some implicit assumptions on the existence and smoothness of finite-dimensional densities made in [14], [15]).

Towards an adaptive approach, given a sample generated by a stationary ergodic process, our objective in this paper is to estimate its dependence structure as reflected by its $\alpha$-mixing and $\beta$-mixing coefficients. To this end, in Section III-A, we first focus on a subclass of stationary ergodic processes which are $\alpha$-mixing with the additional property that their sequences of $\alpha$-mixing coefficients are summable. For this class, without knowledge of any upper-bounds on $\|\boldsymbol{\alpha}\|$ and merely using the fact that $\|\boldsymbol{\alpha}\|<\infty$, we provide asymptotically consistent estimators of the individual $\alpha$-mixing coefficients as well as for $\|\boldsymbol{\alpha}\|$. The consistency results for these estimators are established via Theorem 1 and Theorem 2 respectively. We rely on Rio's covariance inequality [4, Corollary 1.1] to control the variance of partial sums. Next, we propose an alternative approach for consistently estimating $\|\boldsymbol{\alpha}\|$ of a (not necessarily mixing) stationary ergodic process where we no longer require $\boldsymbol{\alpha}$ to be summable. In this case, if the process happens to be $\alpha$-mixing with $\|\boldsymbol{\alpha}\|<\infty$, then the proposed estimator converges to $\|\boldsymbol{\alpha}\|$, otherwise it diverges to infinity. The weak and strong consistency properties of these estimators follow from Theorems 3 and 4 The results in this section rely on Lemma 11 and Proposition 1 which together show that the approximation given by (4) converges to $\alpha(m)$.

In Section III-B we provide analogous results for the sequence of $\beta$-mixing coefficients of a stationary ergodic process. Most of the arguments are similar to those given in Section III-A, and in particular since $\alpha(m) \leq \beta(m)$, the same covariance inequality is sufficient to control the variance of partial sums in the estimation. However, a key challenge in this case is that unlike $\alpha(\mathfrak{U}, \mathfrak{V})$, the $\beta$-dependence between $\mathfrak{U}$ and $\mathfrak{V}$ is defined for the product space $\left(\Omega \times \Omega, \mathfrak{U} \otimes \mathfrak{V}, \mu_{\otimes}\right)$. In order to propose an approximation that can be estimated from a single sample-path, we rely on the identity,

$$
\beta(\mathfrak{U}, \mathfrak{V})=\sup \frac{1}{2} \sum_{i \in \mathbb{N}} \sum_{j \in \mathbb{N}}\left|\mu\left(U_{i} \cap V_{j}\right)-\mu\left(U_{i}\right) \mu\left(V_{j}\right)\right|
$$

where the supremum is taken over all pairs of countable partitions $\left\{U_{1}, U_{2}, U_{3}, \ldots\right\}$ and $\left\{V_{1}, V_{2}, V_{3}, \ldots\right\}$ of $\Omega$ such that $U_{i} \in \mathfrak{U}$ and $V_{j} \in \mathfrak{V}$ for each $i, j \in \mathbb{N}$; see Bradley [1. Vol. 1, P. 67, Note 2]. This, together with [1, Vol. 1 Proposition 3.21] gives rise to Lemma 3 which in turn leads to Proposition 4 Analogues of Lemma 1 and Proposition 1 . these results show that the approximation (15) that is based on the cylinder sets converges to $\beta(m)$.

## C. Hypothesis testing

In Section IV we show how our estimators can be used to construct goodness-of-fit tests. First, given a sample generated
by a stationary $\alpha$-mixing (respectively $\beta$-mixing) process $\mu$, we use our estimator of $\alpha(m)$ (respectively $\beta(m)$ ) to test the null hypothesis that the $\alpha$-mixing (respectively $\beta$ mixing) coefficients of $\mu$ are bounded by a given rate function $\gamma: \mathbb{N} \mapsto[0,1]$ against the alternative hypothesis $H_{1}$ that there exists some $m \in \mathbb{N}$ such that $\alpha(m)>\gamma(m)$ (respectively $\beta(m)>\gamma(m)$ ). The consistency of these tests follow from Theorems 7 and 8 , provided that the sequence of $\alpha$ mixing (respectively $\beta$-mixing) coefficients of the process is summable. Interestingly, Nobel [16] used hypothesis testing to estimate polynomial decay rates for covariance-based mixing conditions. By contrast, we do not require the rate functions to be polynomial or to belong to any specific function class. Moreover, given a sample generated by a (not necessarily mixing) stationary ergodic process $\mu$, we construct tests to discern the null hypothesis $H_{0}$ that $\|\boldsymbol{\alpha}\|$ (respectively $\|\boldsymbol{\beta}\|$ ) is bounded by a given threshold $\gamma \in[0, \infty)$ from the alternative hypothesis $H_{1}$ that it exceeds $\gamma$. The consistency of these procedures follow from Theorem 9 (for $\alpha$-mixing coefficients) and Theorem 10 (for $\beta$-mixing coefficients). As a direct consequence, we obtain strongly consistent tests for independence, obtaining an alternative proof of the main result of Morvai and Weiss [17]; this is stated as Corollary 1 .

## II. Preliminaries

In this section we fix our notation and introduce some basic definitions. Let $\mathscr{X}=[0,1]$ and denote by $\mathfrak{B}_{\mathscr{X}}$ its Borel $\sigma$-algebra. Denote by $\mathfrak{B}^{(k)}$ the product $\sigma$-algebra on $\mathscr{X}^{k}, k \in \mathbb{N}$. Let $\mathscr{X}^{\mathbb{N}}$ be the set of all $\mathscr{X}$-valued infinite sequences indexed by $\mathbb{N}$. A (discrete-time) stochastic process is a probability measure $\mu$ on the space $\left(\mathscr{X}^{\mathbb{N}}, \mathfrak{F}\right)$ where $\mathfrak{F}$ denotes the Borel $\sigma$-algebra on $\mathscr{X}^{\mathbb{N}}$ generated by the cylinder sets. Associated with the process is a sequence of random variables $\mathbf{X}:=\left\langle X_{t}\right\rangle_{t \in \mathbb{N}}$ with process distribution $\mu$ where $X_{t}: \mathscr{X}^{\mathbb{N}} \rightarrow \mathscr{X}$ are coordinate projections such that $X_{t}(\boldsymbol{a})=a_{t}$ for $\boldsymbol{a}=\left\langle a_{t}\right\rangle_{t \in \mathbb{N}} \in \mathscr{X}^{\mathbb{N}}$. We use the term (stochastic) process to refer to either the measure $\mu$ or to its corresponding sequence of random variables $\mathbf{X}$; the distinction should be clear from the context. A process is $\mathbf{X}$ is stationary if for all $i, k \in \mathbb{N}$ and all $B \in \mathfrak{B}^{(k)}$ we have $\operatorname{Pr}\left(\left(X_{1}, \ldots, X_{k}\right) \in B\right)=\operatorname{Pr}\left(\left(X_{1+i}, \ldots, X_{k+i}\right) \in B\right)$. Let $S: \mathscr{X}^{\mathbb{N}} \rightarrow \mathscr{X}^{\mathbb{N}}$ denote the (left) shift transformation on $\mathscr{X}^{\mathbb{N}}$ which maps $\boldsymbol{a}:=\left(a_{1}, a_{2}, \ldots\right) \in \mathscr{X}^{\mathbb{N}}$ to $S \boldsymbol{a}=\left(a_{2}, a_{3}, \ldots\right)$. It is continuous relative to the product topology on $\mathscr{X}^{\mathbb{N}}$ and defines a set transformation $S^{-1}$ given by $S^{-1} A:=\{\boldsymbol{a} \in$ $\left.\mathscr{X}^{\mathbb{N}}: S \boldsymbol{a} \in A\right\}, A \subseteq \mathscr{X}^{\mathbb{N}}$. Thus, it is straightforward to check that $S^{-1}$ is Borel measurable and that stationarity of $\mathbf{X}$ translates to the condition that $\mu\left(S^{-1} B\right)=\mu(B)$ for all $B \in \mathfrak{F}$. A stationary process is ergodic if every shift-invariant measurable set has measure 0 or 1 so that if $S^{-1} B=B$ for some $B \in \mathfrak{F}$ then $\mu(B) \in\{0,1\}$. Recalling the definition of a strongly mixing process given in the introduction, note the well-known fact that a stationary mixing process is ergodic, see, for example, Bradley [1].

The following notation will be used throughout the paper. Let $\Delta_{k, \ell}$ be the set of dyadic cubes in $\mathscr{X}^{k}, k \in \mathbb{N}$ of side-
length $2^{-\ell}$. That is,

$$
\begin{align*}
\Delta_{k, \ell} & :=\left\{\left[\frac{i_{1}}{2^{\ell}}, \frac{i_{1}+1}{2^{\ell}}\right) \times \ldots \times\left[\frac{i_{k}}{2^{\ell}}, \frac{i_{k}+1}{2^{\ell}}\right)\right. \\
& \text { where } \left.i_{j} \in\left\{0, \ldots, 2^{\ell}-1\right\}, j \in\{1, \ldots, k\}\right\} \tag{1}
\end{align*}
$$

For each $k, \ell \in \mathbb{N}$ we denote by $\mathcal{D}_{k, \ell}:=\mathcal{P}\left(\Delta_{k, \ell}\right)$ the powerset of $\Delta_{k, \ell}$. For a given $B \in \mathfrak{B}^{(k)}, k \in \mathbb{N}$, we denote the event $\left\{X_{i}, \ldots, X_{i+k-1} \in B\right\}, i \in \mathbb{N}$ by $[B]_{i}^{i+k}$. For $m, \ell \in$ $\mathbb{N}, n>m \in \mathbb{N}$ and each $j \in\{1, \ldots, n-m\}$ define the $\sigma$ algebra generated by the sets $[A]_{1}^{j}$ for $A \in \mathcal{D}_{j, \ell}$ by

$$
\begin{equation*}
\mathfrak{F}_{1}^{j}(\ell):=\sigma\left(\left\{[A]_{1}^{j}: A \in \mathcal{D}_{j, \ell}\right\}\right) \tag{2}
\end{equation*}
$$

and similarly let

$$
\begin{align*}
\mathfrak{F}_{j+m}^{n}(\ell):=\sigma\left(\left\{[B]_{j+m+1}^{n}: B\right.\right. & \in \mathcal{D}_{j^{\prime}, \ell}  \tag{3}\\
j^{\prime} & :=n-m-j\})
\end{align*}
$$

Remark 1 (Choice of $\mathscr{X}$ ). In order to keep the notation simple and avoid uninteresting technicalities, we have chosen to take $\mathscr{X}=[0,1]$. However, extensions to more general spaces including to $\mathbb{R}$ and $\mathbb{R}^{d}$ are straightforward. For instance, an extension to $\mathscr{X}=\mathbb{R}$ can be readily achieved by modifying the discretization in (1) such that instead of $[0,1]^{k}$, sets of the form $\left[-2^{\ell}, 2^{\ell}\right]^{k}$ are partitioned into cubes of side-length $2^{-\ell}$.

## III. Estimation

Consider a stationary ergodic process $\mu$ with corresponding sequence of random variables $\mathbf{X}=\left\langle X_{t}\right\rangle_{t \in \mathbb{N}}$ and sequences of $\alpha$-mixing and $\beta$-mixing coefficients $\boldsymbol{\alpha}:=\langle\alpha(m)\rangle_{m \in \mathbb{N}}$ and $\boldsymbol{\beta}:=\langle\beta(m)\rangle_{m \in \mathbb{N}}$ respectively. In this section we introduce estimators of $\|\boldsymbol{\alpha}\|$ and $\alpha(m)$, as well as of $\|\boldsymbol{\beta}\|$ and $\beta(m)$, and establish their consistency; these are the main results of the paper.

We consider the somewhat simpler case of $\alpha$-mixing coefficients in Section III-A. The corresponding estimators for $\beta$-mixing coefficients are given Section III-B. For the most part, the estimators - and proofs - concerning the $\beta$-mixing coefficients are analogous to their $\alpha$-mixing counterparts. However, as discussed in Sections I-A and I-B, there is a subtle distinction between the measurable spaces on which the two mixing coefficients are defined. This calls for a slightly different treatment in the case of $\beta$-mixing coefficients, giving rise to a number of technical challenges which we address as part of our analysis in Section III-B.

## A. Approximating and estimating the $\alpha$-mixing quantities

Since the mixing coefficients $\alpha(m)$ of $\mathbf{X}$ are inherently asymptotic, we first approximate them by quantities that only depend on finite-dimensional projections of the process and can therefore be estimated from finite sample-paths. Subsection III-A1 below is dedicated to this task. Equipped with the approximation results, we present our estimators for the $\alpha$-mixing parameters in Subsection III-A2 The proofs and technical results are differed to Section VI.

1) Approximating $\alpha(m)$ and $\|\boldsymbol{\alpha}\|$ : For each $m, \ell \in \mathbb{N}, n>$ $m \in \mathbb{N}$ and $j \in\{1, \ldots, n-m\}$, define $\alpha_{n, j}^{\ell}(m)$ as

$$
\begin{equation*}
\sup _{\substack{A \in \mathcal{D}_{j, \ell} \\ B \in \mathcal{D}_{j^{\prime}, \ell}}}\left|\mu\left([A]_{1}^{j} \cap[B]_{j+m+1}^{n}\right)-\mu\left([A]_{1}^{j}\right) \mu\left([B]_{j+m+1}^{n}\right)\right| \tag{4}
\end{equation*}
$$

where $j^{\prime}:=n-m-j+1$. In Lemma 1 below we show that to approximate the $\alpha$-dependence between $\mathfrak{F}_{1}^{J}(\ell)$ and $\mathfrak{F}_{j+m}^{n}(\ell)$, it suffices to use $\alpha_{n, j}^{\ell}(m)$ where the supremum is taken over the smaller classes of sets $\mathcal{D}_{j, \ell}$ and $\mathcal{D}_{j^{\prime}, \ell}$, with $j^{\prime}:=n-m-j$.
Lemma 1. For $m, \ell \in \mathbb{N}, n>m \in \mathbb{N}$ and $j \in\{1, \ldots, n-m\}$ we have

$$
\alpha_{n, j}^{\ell}(m)=\alpha\left(\mathfrak{F}_{1}^{j}(\ell), \mathfrak{F}_{j+m}^{n}(\ell)\right)
$$

For $m, \ell \in \mathbb{N}, n>m \in \mathbb{N}$ let $\alpha_{n}^{\ell}(m)=$ $\max _{j \in\{1, \ldots, n-m\}} \alpha_{n, j}^{\ell}(m)$. The next proposition shows that $\alpha_{n}^{\ell}(m)$ approximates $\alpha(m)$ for sufficiently large values of $\ell$ and $n$.

Proposition 1. For every $m \in \mathbb{N}$ we have

$$
\lim _{n, \ell \rightarrow \infty} \alpha_{n}^{\ell}(m)=\alpha(m)
$$

We are now in a position to introduce the natural empirical estimates of the approximate mixing coefficients $\alpha_{n}^{\ell}(m)$, provided below.
2) Estimating $\alpha(m)$ and $\|\boldsymbol{\alpha}\|$ : For $t \in \mathbb{N}$ let $\mu_{t}(\mathbf{X}, \cdot)$ : $\mathfrak{B}^{(k)} \rightarrow[0,1], k \in \mathbb{N}$ denote the empirical measure

$$
\begin{equation*}
\mu_{t}(\mathbf{X}, B):=\frac{1}{t} \sum_{i=0}^{t-1} \chi_{B}\left\{X_{i k+1}, \ldots, X_{(i+1) k}\right\} \tag{5}
\end{equation*}
$$

where $\chi$ is the indicator function. An empirical estimate of $\alpha_{n}^{\ell}(m), m, \ell \in \mathbb{N}, n>m \in \mathbb{N}$ can be obtained as $\widehat{\alpha}_{t, n}^{\ell}(\mathbf{X}, m)$ given by

$$
\begin{equation*}
\max _{j \in\{1, \ldots, n-m\}} \max _{\substack{A \in \mathcal{D}_{j, \ell} \\ B \in \mathcal{D}_{j^{\prime}, \ell}}}\left|\gamma_{t, n}^{m, j}(\mathbf{X}, A, B)-\mu_{t}(\mathbf{X}, A) \mu_{t}(\mathbf{X}, B)\right| \tag{6}
\end{equation*}
$$

where $j^{\prime}:=n-m-j, \mu_{t}(\mathbf{X}, \cdot)$ is given by (5) and $\gamma_{t, n}^{m, j}(\mathbf{X}, A, B)$ is specified as

$$
\begin{equation*}
\frac{1}{t} \sum_{i=0}^{t-1} \chi_{A}\left(X_{i n+1}, \ldots, X_{i n+j}\right) \chi_{B}\left(X_{i n+j+m}, \ldots, X_{(i+1) n}\right) \tag{7}
\end{equation*}
$$

with $t \geq n$. First, observe that when $m, n, \ell \in \mathbb{N}$ are fixed, we only have finitely many cylinder sets to consider in (6), hence the ergodic theorem leads to the following result.
Proposition 2. Let $\mathbf{X}$ be a (not necessarily mixing) stationary ergodic process with process distribution $\mu$ and sequence of $\alpha$-mixing coefficients $\boldsymbol{\alpha}=\langle\alpha(m)\rangle_{m \in \mathbb{N}}$. For every $m, \ell, n \in \mathbb{N}$ it holds that

$$
\lim _{t \rightarrow \infty} \widehat{\alpha}_{t, n}^{\ell}(\mathbf{X}, m)=\alpha_{n}^{\ell}(m), \mu-\text { almost surely }
$$

However, this in itself is clearly not sufficient to lead to a consistent estimate of $\alpha(m)$. To achieve a consistent estimate of the $\alpha$-mixing coefficient we proceed as follows.
a) Estimation under finite $\|\boldsymbol{\alpha}\|$ : Let us start by considering the case where the sequence of $\alpha$ mixing coefficients is summable, i.e. $\|\boldsymbol{\alpha}\|<\infty$. Let $\left\langle\ell_{t}\right\rangle,\left\langle n_{t}\right\rangle$ for $t \in \mathbb{N}$ be non-decreasing unbounded sequences of positive integers. Let the sequence of positive numbers $\left\langle\delta_{t}\right\rangle_{t \in \mathbb{N}}$ be such that $\sum_{t=1}^{\infty} \delta_{t}<\infty$. For each $m, \ell, n \in \mathbb{N}$ define the constant $C_{m, \ell, n}$ by

$$
\begin{equation*}
C_{m, \ell, n}:=m\left(2^{2^{n \ell}+2^{m \ell+1}+1}\right) \tag{8}
\end{equation*}
$$

Let $\left\langle\epsilon_{t}\right\rangle_{t \in \mathbb{N}}$ be another sequence of positive numbers such that $\lim _{t \rightarrow \infty} \epsilon_{t}=0$. For a fixed $m \in \mathbb{N}$ and each $t \in \mathbb{N}$ define

$$
\begin{equation*}
\tau_{t}:=\frac{C_{m, \ell_{t}, n_{t}}}{m \epsilon_{t}^{2} \delta_{t}} \tag{9}
\end{equation*}
$$

We propose an estimator for $\alpha(m)$ as

$$
\begin{equation*}
\widehat{\alpha}_{t}(\mathbf{X}, m):=\widehat{\alpha}_{\tau_{t}, n_{t}}^{\ell_{t}}(\mathbf{X}, m) \tag{10}
\end{equation*}
$$

Theorem 1 ( $\widehat{\alpha}_{t}$ is strongly consistent). For each $m \in \mathbb{N}$ and any stationary $\alpha$-mixing process $\mathbf{X}$ with process distribution $\mu$ and sequence of $\alpha$-mixing coefficients $\boldsymbol{\alpha}$ such that $\|\boldsymbol{\alpha}\|<\infty$ we have

$$
\lim _{t \rightarrow \infty} \widehat{\alpha}_{t}(\mathbf{X}, m)=\alpha(m), \mu-\text { almost surely }
$$

The proof of Theorem 1 relies on the observation that when the $\ell_{1}$ norm of the sequence of $\alpha$-mixing coefficients is finite, we have the following nonasymptotic inequality for the empirical version of the approximation of the mixing coefficients.

Proposition 3. Let $\mathbf{X}$ be a stationary ergodic process with process distribution $\mu$ and sequence of $\alpha$-mixing coefficients $\boldsymbol{\alpha}=\langle\alpha(m)\rangle_{m \in \mathbb{N}}$. For every $m, \ell, n, t \in \mathbb{N}$ and every $\epsilon>0$ we have

$$
\operatorname{Pr}\left(\left|\widehat{\alpha}_{t, n}^{\ell}(\mathbf{X}, m)-\alpha_{n}^{\ell}(m)\right| \geq \epsilon\right) \leq \frac{\|\boldsymbol{\alpha}\| C_{m, \ell, n}}{m t \epsilon^{2}}
$$

Furthermore, for each $M \in \mathbb{N}$ it holds that,

$$
\left.\operatorname{Pr}\left(\mid \sum_{m=1}^{M} \widehat{\alpha}_{t, n}^{\ell}(\mathbf{X}, m)-\alpha_{n}^{\ell}(m)\right) \mid \geq \epsilon\right) \leq \frac{\|\boldsymbol{\alpha}\| C_{M, \ell, n}}{t \epsilon^{2}}
$$

A key ingredient of the proof of Proposition 3, is Lemma 2 below, which builds upon Rio's variance bound (stated as Lemma 5 in Section VI to provide a simple concentration bound on the empirical measure of a cylinder set $[D]_{1}^{k}$ for any $D \in \mathcal{D}_{k, \ell}, k, \ell \in \mathbb{N}$.
Lemma 2. For all $D \in \mathcal{D}_{k, \ell}, k, \ell, t \in \mathbb{N}$ and for every $\epsilon>0$, we have

$$
\operatorname{Pr}\left(\left|\mu_{t}(\mathbf{X}, D)-\mu\left([D]_{1}^{k}\right)\right| \geq \epsilon\right) \leq \frac{4\|\boldsymbol{\alpha}\|}{t \epsilon^{2}}
$$

Next, we introduce an estimator for $\|\boldsymbol{\alpha}\|$ and prove its consistency under the assumption that the process is stationary $\alpha$-mixing, with a summable $\boldsymbol{\alpha}$. For $t \in \mathbb{N}$ recall the parameters $\left\langle\ell_{t}\right\rangle,\left\langle n_{t}\right\rangle,\left\langle\delta_{t}\right\rangle,\left\langle\epsilon_{t}\right\rangle$ defined earlier, and let $\left\langle M_{t}\right\rangle_{t \in \mathbb{N}}$ be an increasing sequence of positive integers. For each $t \in \mathbb{N}$ define,

$$
\begin{align*}
\kappa_{t} & :=\frac{C_{M_{t}, \ell_{t}, n_{t}}}{\epsilon_{t}^{2} \delta_{t}}  \tag{11}\\
\theta_{t}(\mathbf{X}) & :=\sum_{m=1}^{M_{t}} \widehat{\alpha}_{\kappa_{t}, n_{t}}^{\ell_{t}}(\mathbf{X}, m) \tag{12}
\end{align*}
$$

Theorem 2 ( $\theta_{t}$ is strongly consistent). For any stationary $\alpha$ mixing process $\mathbf{X}$ with process distribution $\mu$ and sequence of $\alpha$-mixing coefficients $\boldsymbol{\alpha}$ such that $\|\boldsymbol{\alpha}\|<\infty$, it holds that

$$
\lim _{t \rightarrow \infty} \theta_{t}(\mathbf{X})=\|\boldsymbol{\alpha}\|, \mu-\text { almost surely }
$$

b) Estimation under arbitrary $\|\boldsymbol{\alpha}\|$ : In this section we address the case when one does not have the guarantee that the $\ell_{1}$ norm of the sequence of $\alpha$-mixing coefficients is finite. This case is significantly more complex, since the conclusion of Proposition 3 is potentially vacuous, irrespective of the sample size. To circumvent this difficulty, we construct a nondecreasing sequence of estimates of $\|\boldsymbol{\alpha}\|$ - starting with the trivial lower bound $0-$ by performing a sequence of tests. The value of the estimate is only increased if there is sufficient evidence that the value of $\|\boldsymbol{\alpha}\|$ is indeed larger than the current estimate. This is possible since if $\|\boldsymbol{\alpha}\|$ happens to be small, then its empirical estimator must be small thanks to Proposition 3

With the objective to make the presentation more transparent, we start with a simpler estimator that is "weakly consistent" in the sense that if one prescribes a tolerated probability of error $\delta$, then one may construct a corresponding estimator that converges to $\|\boldsymbol{\alpha}\|$ with probability at least $1-\delta$. Then we introduce a more complex estimator that is almost surely consistent.

In order to introduce the "weak" estimator, let $\delta \in(0,1)$ be the allowed probability of error, and let $\delta_{t}$ be positive numbers such that $\sum_{t=1}^{\infty} \delta_{t}=\delta$. Fix a countable dense subset $\mathscr{S}$ of $[0, \infty)$ and let $\mathscr{S}=\left\{s_{1}, s_{2}, \ldots\right\}$ be an arbitrary enumeration of $\mathscr{S}$. Given a process $\mathbf{X}$, set $\psi_{0}(\mathbf{X}):=0$, and for each $t \in \mathbb{N}$ define

$$
\psi_{t}(\mathbf{X})= \begin{cases}\max \left\{s_{t}, \psi_{t-1}(\mathbf{X})\right\} & \text { if } \theta_{t}(\mathbf{X})>s_{t}+\epsilon_{t} \sqrt{s_{t}}  \tag{13}\\ \psi_{t-1}(\mathbf{X}) & \text { otherwise }\end{cases}
$$

with $\epsilon_{t}$ being a decreasing positive sequence converging to zero and $\theta_{t}$ specified by (12). Clearly, $\left\langle\psi_{t}(\mathbf{X})\right\rangle_{t \in \mathbb{N}}$ form a non-decreasing sequence that is either convergent or diverges to infinity.

Theorem 3 ( $\psi_{t}$ is weakly consistent). Let $\mathbf{X}$ be a (not necessarily mixing) stationary ergodic process with process distribution $\mu$ and sequence of $\alpha$-mixing coefficients $\boldsymbol{\alpha}$. With probability at least $1-\delta$,

$$
\lim _{t \rightarrow \infty} \psi_{t}(\mathbf{X})=\|\boldsymbol{\alpha}\|
$$

We are ready to present the main result of the paper, an estimator for $\|\boldsymbol{\alpha}\|$ which, as shown below, is strongly consistent regardless of whether this norm is finite or infinite. To this end, we build on the construction of $\psi_{t}(\mathbf{X})$, which gives rise to our third estimator of $\|\boldsymbol{\alpha}\|$. Recall that $\mathscr{S}$ is a countable dense subset of $[0, \infty)$. Define a sequence $\left\langle u_{t}\right\rangle$ such that $u_{t} \in \mathscr{S}$ for all $t$ and for every $s \in \mathscr{S}$, the set
$\left\{t \in \mathbb{N}: u_{t}=s\right\}$ is infinite. The sequence $\left\langle u_{t}\right\rangle$ "visits" each element of $\mathscr{S}$ infinitely often. One such example is:

$$
\begin{aligned}
u_{1} & =s_{1} \\
u_{2} & =s_{1}, u_{3}=s_{2} \\
u_{4} & =s_{1}, u_{5}=s_{2}, u_{6}=s_{3} \\
& \vdots
\end{aligned}
$$

The estimator $\xi_{t}$ given by below keeps track of a "bit value" $b_{t}(s) \in\{0,1\}$ assigned to each $s \in \mathscr{S}$. At each time instance, $b_{t}(s)$ marks the outcome of the test the last time the value $s$ was tested. With $b_{0}(s)=1$ for all $s \in S$, and $\xi_{0}(\mathbf{X}):=0$, for each $t \in \mathbb{N}$ let

$$
b_{t}(s)=\left\{\begin{array}{lll}
1 & \text { if } u_{t}=s \text { and } & \theta_{t}(\mathbf{X}) \leq s+\epsilon_{t} \sqrt{s} \\
0 & \text { if } u_{t}=s \text { and } & \theta_{t}(\mathbf{X})>s+\epsilon_{t} \sqrt{s} \\
b_{t-1}(s) & \text { otherwise } &
\end{array}\right.
$$

and define

$$
\begin{equation*}
\xi_{t}(\mathbf{X})=\inf \left\{s \in \mathscr{S}: b_{t}(s)=1\right\} \tag{14}
\end{equation*}
$$

where the infimum is defined to be zero if the set is empty.
Theorem 4 ( $\xi_{t}$ is strongly consistent). Let $\mathbf{X}$ be a (not necessarily mixing) stationary ergodic process with process distribution $\mu$ and sequence of $\alpha$-mixing coefficients $\boldsymbol{\alpha}$. We have,

$$
\lim _{t \rightarrow \infty} \xi_{t}(\mathbf{X})=\|\boldsymbol{\alpha}\|, \quad \mu-\text { almost surely }
$$

## B. Approximating and estimating the $\beta$-mixing quantities

In this section, we derive estimators concerning the $\beta$ mixing coefficients of a stationary ergodic process. For the most part, the results are analogous to those given in Section III-A. An overview of the similarities and differences between the two settings is provided in the introduction.
We start by defining an approximation of the $\beta$-mixing coefficients of $\mathbf{X}$. Recall the notation $\mathcal{D}_{k, \ell}, k, \ell \in \mathbb{N}$ introduced in the beginning of Section III corresponding to the power-set $\mathcal{P}\left(\Delta_{k, \ell}\right)$ of the set of dyadic cubes in $\mathscr{X}^{k}$ of side-length $2^{-\ell}$. For $m, \ell \in \mathbb{N}, n>m \in \mathbb{N}$ and $j \in\{1, \ldots, n-m\}$, let $\beta_{n, j}^{\ell}(m)$ be defined as

$$
\begin{align*}
& \left.\frac{1}{2} \sum_{A \in \mathcal{D}_{j, \ell}} \sum_{B \in \mathcal{D}_{j^{\prime}, \ell}} \right\rvert\, \mu\left([A]_{1}^{j} \cap[B]_{j+m+1}^{n}\right)  \tag{15}\\
&-\mu\left([A]_{1}^{j}\right) \mu\left([B]_{j+m+1}^{n}\right) \mid
\end{align*}
$$

where $j^{\prime}:=n-m-j+1$. The intuition behind this choice follows from the discussion provided in Section I-B Recall the $\sigma$-subalgebras of $\mathfrak{F}$, denoted $\mathfrak{F}_{1}^{j}(\ell)$ and $\mathfrak{F}_{j+m}^{n}(\ell)$, with $m, \ell \in$ $\mathbb{N}, n>m \in \mathbb{N}$ and $j \in\{1, \ldots, n-m\}$, as given by (2) and (3) respectively. In a manner analogous to the estimation of the $\alpha$-mixing coefficients, we show via Lemma 3 below that to approximate the $\beta$-dependence between between $\mathfrak{F}_{1}^{j}(\ell)$ and $\mathfrak{F}_{j+m}^{n}(\ell)$, it suffices to use $\beta_{n, j}^{\ell}(m)$ given by (15). Note that the $\pi-\lambda$ argument used in the proof of Lemma 1 does not carry over to this case where summations are involved in 15 in place of the suprema in (4).

Lemma 3. For $m, \ell \in \mathbb{N}, n>m \in \mathbb{N}$ and $j \in\{1, \ldots, n-m\}$ we have

$$
\beta_{n, j}^{\ell}(m)=\beta\left(\mathfrak{F}_{1}^{j}(\ell), \mathfrak{F}_{j+m}^{n}(\ell)\right)
$$

For $m, \ell \in \mathbb{N}, n>m \in \mathbb{N}$, let $\beta_{n}^{\ell}(m)=$ $\max _{j \in\{1, \ldots, n-m\}} \beta_{n, j}^{\ell}(m)$ define an approximation of $\beta(m)$.
Proposition 4. For every $m \in \mathbb{N}$ we have

$$
\lim _{n, \ell \rightarrow \infty} \beta_{n}^{\ell}(m)=\beta(m)
$$

An empirical estimate of $\beta_{n}^{\ell}(m), m, \ell \in \mathbb{N}, n>m \in \mathbb{N}$, denoted $\widehat{\beta}_{t, n}^{\ell}(\mathbf{X}, m)$, can be obtained as

$$
\begin{array}{r}
\left.\max _{j \in\{1, \ldots, n-m\}} \frac{1}{2} \sum_{A \in \mathcal{D}_{j, \ell}} \sum_{B \in \mathcal{D}_{j^{\prime}, \ell}} \right\rvert\, \gamma_{t, n}^{m, j}(\mathbf{X}, A, B) \\
\\
-\mu_{t}(\mathbf{X}, A) \mu_{t}(\mathbf{X}, B) \mid
\end{array}
$$

where $j^{\prime}:=n-m-j, \mu_{t}(\mathbf{X}, \cdot)$ and $\gamma_{t, n}^{m, j}(\mathbf{X}, \cdot, \cdot)$ are given by (5) and (7) respectively. As with Lemma 2, since for fixed $m, n, \ell \in \mathbb{N}$ we only have finitely many cylinder sets to consider in 16), a simple application of the ergodic theorem gives the following lemma.
Lemma 4. Let $\mathbf{X}$ be a (not necessarily mixing) stationary ergodic process with process distribution $\mu$ and sequence of $\beta$-mixing coefficients $\boldsymbol{\beta}=\langle\beta(m)\rangle_{m \in \mathbb{N}}$. For every $m, \ell, n \in \mathbb{N}$ it holds that

$$
\lim _{t \rightarrow \infty} \widehat{\beta}_{t, n}^{\ell}(\mathbf{X}, m)=\beta_{n}^{\ell}(m), \mu-\text { almost surely }
$$

For each $m, \ell, k \in \mathbb{N}$ let the constant $\widetilde{C}_{m, \ell, k}$ be given by

$$
\begin{equation*}
\widetilde{C}_{m, \ell, k}:=m\left(2^{2^{2 k \ell+1}+2^{m \ell+1}+2}\right) \tag{17}
\end{equation*}
$$

An argument analogous to that given for Proposition 3 leads to the following result.
Proposition 5. Let $\mathbf{X}$ be a stationary ergodic process with process distribution $\mu$ and sequence of $\beta$-mixing coefficients $\boldsymbol{\beta}=\langle\beta(m)\rangle_{m \in \mathbb{N}}$. For every $m, \ell, n, t \in \mathbb{N}$ and every $\epsilon>0$ we have

$$
\operatorname{Pr}\left(\left|\widehat{\beta}_{t, n}^{\ell}(\mathbf{X}, m)-\beta_{n}^{\ell}(m)\right| \geq \epsilon\right) \leq \frac{\|\boldsymbol{\beta}\| \widetilde{C}_{m, \ell, n}}{m t \epsilon^{2}}
$$

with $\widetilde{C}_{m, \ell, n}$ given by (17). Moreover, for each $M \in \mathbb{N}$,

$$
\left.\operatorname{Pr}\left(\mid \sum_{m=1}^{M} \widehat{\beta}_{t, n}^{\ell}(\mathbf{X}, m)-\beta_{n}^{\ell}(m)\right) \mid \geq \epsilon\right) \leq \frac{\|\boldsymbol{\beta}\| \widetilde{C}_{M, \ell, n}}{t \epsilon^{2}}
$$

As in the previous section, let $\left\langle\ell_{t}\right\rangle,\left\langle n_{t}\right\rangle$ for $t \in \mathbb{N}$ be non-decreasing unbounded sequences of positive integers. Let the sequence of positive real numbers $\left\langle\delta_{t}\right\rangle_{t \in \mathbb{N}}$ be such that $\sum_{t=1}^{\infty} \delta_{t}<\infty$. Let $\left\langle\epsilon_{t}\right\rangle_{t \in \mathbb{N}}$ be another sequence of positive real numbers such that $\lim _{t \rightarrow \infty} \epsilon_{t}=0$. Furthermore let $\left\langle M_{t}\right\rangle_{t \in \mathbb{N}}$ be an increasing sequence of positive integers. For each $t \in \mathbb{N}$ let

$$
\begin{equation*}
\widetilde{\tau}_{t}:=\frac{\widetilde{C}_{m, \ell_{t}, n_{t}}}{m \epsilon_{t}^{2} \delta_{t}}, m \in \mathbb{N} \quad \text { and } \quad \widetilde{\kappa}_{t}:=\frac{\widetilde{C}_{M_{t}, \ell_{t}, n_{t}}}{\epsilon_{t}^{2} \delta_{t}} \tag{18}
\end{equation*}
$$

with the constant $\widetilde{C}_{m, \ell, n}$ given by (17). Define

$$
\begin{align*}
\widehat{\beta}_{t}(\mathbf{X}, m) & :=\widehat{\beta}_{\widetilde{\tau}_{t}, n_{t}}^{\ell_{t}}(\mathbf{X}, m) \\
\widetilde{\theta}_{t}(\mathbf{X}) & :=\sum_{m=1}^{M_{t}} \widehat{\beta}_{\widetilde{\kappa}_{t}, n_{t}}^{\ell_{t}}(\mathbf{X}, m) \tag{19}
\end{align*}
$$

Using Proposition 4, Proposition 5 and based on the choice of parameters specified by (18), arguments analogous to those given for Theorem 1 and Theorem 2, yield the following result.
Theorem $5\left(\widehat{\beta}_{t}\right.$ and $\widetilde{\theta}_{t}$ are strongly consistent). For each $m \in \mathbb{N}$ and any stationary $\beta$-mixing process $\mathbf{X}$ with process distribution $\mu$ and sequence of $\beta$-mixing coefficients $\boldsymbol{\beta}$ such that $\|\boldsymbol{\beta}\|<\infty$ we have

$$
\lim _{t \rightarrow \infty} \widehat{\beta}_{t}(\mathbf{X}, m)=\beta(m)
$$

and

$$
\lim _{t \rightarrow \infty} \widetilde{\theta}_{t}(\mathbf{X})=\|\boldsymbol{\beta}\|, \mu-\text { almost surely }
$$

Next, we introduce two estimators for $\|\boldsymbol{\beta}\|$, which are analogous to those given by (13) and $\sqrt{14}$ for the estimation of $\|\boldsymbol{\alpha}\|$. As in the previous section, let $\mathscr{S}:=\left\{s_{1}, s_{2}, \ldots\right\}$ be a countable dense subset of $[0, \infty)$. Given a process $\mathbf{X}$, set $\widetilde{\psi}_{0}(\mathbf{X}):=0$, and for each $t \in \mathbb{N}$ define

$$
\widetilde{\psi}_{t}(\mathbf{X})= \begin{cases}\max \left\{s_{t}, \widetilde{\psi}_{t-1}(\mathbf{X})\right\} & \text { if } \tilde{\theta}_{t}(\mathbf{X})>s_{t}+\epsilon_{t} \sqrt{s_{t}} \\ \widetilde{\psi}_{t-1}(\mathbf{X}) & \text { otherwise }\end{cases}
$$

with $\widetilde{\theta}_{t}$ specified by (18). Define a sequence $\left\langle u_{t}\right\rangle$ such that $u_{t} \in \mathscr{S}$ for all $t$ and for every $s \in \mathscr{S}$, the set $\{t \in \mathbb{N}$ : $\left.u_{t}=s\right\}$ is infinite. The sequence $\left\langle u_{t}\right\rangle$ "visits" each element of $\mathscr{S}$ infinitely often. As in the case of $\xi_{t}$ given by (14), the estimator $\widetilde{\xi}_{t}$ given by (20) below keeps track of the the outcome of the test when the value $s \in \mathscr{S}$ was last tested. Set $\widetilde{b}_{0}(s)=1$ for all $s \in S$, and $\widetilde{\xi}_{0}(\mathbf{X}):=0$; for each $t \in \mathbb{N}$, let

$$
\widetilde{b}_{t}(s)=\left\{\begin{array}{lll}
1 & \text { if } u_{t}=s \text { and } & \widetilde{\theta}_{t}(\mathbf{X}) \leq s+\epsilon_{t} \sqrt{s} \\
0 & \text { if } u_{t}=s \text { and } & \widetilde{\theta}_{t}(\mathbf{X})>s+\epsilon_{t} \sqrt{s} \\
b_{t-1}(s) & \text { otherwise } &
\end{array}\right.
$$

and define

$$
\begin{equation*}
\widetilde{\xi}_{t}(\mathbf{X})=\inf \left\{s \in \mathscr{S}: \widetilde{b}_{t}(s)=1\right\} \tag{20}
\end{equation*}
$$

where the inf is defined to be zero if the set is empty. Thanks to Theorem 5, Proposition 5, Proposition 4, and Lemma 4, and based on arguments analogous to those given for Theorem 3 and Theorem 4 , it can be shown that $\widetilde{\psi}_{t}$ and $\widetilde{\xi}_{t}$ are consistent, regardless of the summability of $\boldsymbol{\beta}$. More specifically, we have the following results.
Theorem $6\left(\widetilde{\psi}_{t}\right.$ and $\widetilde{\xi}_{t}$ are weakly and strongly consistent respectively). Let $\mathbf{X}$ be a (not necessarily mixing) stationary ergodic process with process distribution $\mu$ and sequence of $\beta$-mixing coefficients $\boldsymbol{\beta}$. With $\mu$-probability at least $1-\delta$, we have

$$
\lim _{t \rightarrow \infty} \widetilde{\psi}_{t}(\mathbf{X})=\|\boldsymbol{\beta}\|
$$

Moreover, it holds that

$$
\lim _{t \rightarrow \infty} \widetilde{\xi}_{t}(\mathbf{X})=\|\boldsymbol{\alpha}\|, \quad \mu-\text { almost surely. }
$$

## IV. Goodness-of-Fit Testing

In this section we use our estimators to construct consistent goodness-of-fit tests.

## A. Test for mixing rates

Consider a stationary ergodic process $\mathbf{X}$ with process distribution $\mu$ and sequences of $\alpha$-mixing and $\beta$-mixing coefficients $\boldsymbol{\alpha}=\langle\alpha(m)\rangle_{m \in \mathbb{N}}$ and $\boldsymbol{\beta}=\langle\beta(m)\rangle_{m \in \mathbb{N}}$ respectively. A mapping $\gamma: \mathbb{N} \rightarrow[0,1]$ is called an $\alpha$-mixing rate function for $\mu$ if for each $m \in \mathbb{N}$ we have $\alpha(m) \leq \gamma(m)$. Similarly, it is said to be a $\beta$-mixing rate function for $\mu$ if for each fixed $m \in \mathbb{N}$ it holds that $\beta(m) \leq \gamma(m)$. We wish to test the null hypothesis $H_{0}$ that $\gamma$ is an $\alpha$-mixing (respectively $\beta$-mixing) rate function for $\mu$ against the alternative hypothesis $H_{1}$ that there exists some $m \in \mathbb{N}$ such that $\alpha(m)>\gamma(m)$ (respectively $\beta(m)>\gamma(m))$. More formally, let $\mathscr{C}^{\alpha}$ be the class of stationary $\alpha$-mixing processes whose sequence of $\alpha$-mixing coefficients $\boldsymbol{\alpha}=\langle\alpha(m)\rangle_{m \in \mathbb{N}}$ is summable, that is, such that $\|\boldsymbol{\alpha}\|<\infty$. Similarly, let $\mathscr{C}^{\beta}$ be the class of stationary $\beta$ mixing processes whose sequence of $\beta$-mixing coefficients is such that $\|\boldsymbol{\beta}\|<\infty$. For a rate function $\gamma$, let $\mathscr{R}_{\gamma}^{\alpha}$ (respectively $\mathscr{R}_{\gamma}^{\beta}$ ) be the class of all processes which have $\gamma$ as an $\alpha$-mixing (respectively $\beta$-mixing) rate function. We construct a sequence $\left\langle g_{t}\right\rangle_{t \in \mathbb{N}}$ of functions $g_{t}: \mathscr{X}^{\mathbb{N}} \rightarrow\{+1,-1\}, t \in \mathbb{N}$ each measurable with respect to the filtration $\mathfrak{F}_{t}$ such that given a sample X generated by $\mu \in \mathscr{C}^{\alpha}$, with probability 1 , produce

$$
\lim _{t \rightarrow \infty} g_{t}(\mathbf{X})= \begin{cases}+1 & \text { if } \mu \in \mathscr{C}^{\alpha} \cap \mathscr{R}_{\gamma}^{\alpha}  \tag{21}\\ -1 & \text { if } \mu \in \mathscr{C}^{\alpha} \backslash \mathscr{R}_{\gamma}^{\alpha}\end{cases}
$$

We call such a sequence of function satisfying (21) a strongly consistent goodness-of-fit test for rate function $\gamma$ on $\mathscr{C}^{\alpha}$. Analogously, we construct a sequence $\left\langle\widetilde{g}_{t}\right\rangle_{t \in \mathbb{N}}$ of $\mathfrak{F}_{t}$-measurable functions $\widetilde{g}_{t}: \mathscr{X}^{\mathbb{N}} \rightarrow\{+1,-1\}, t \in \mathbb{N}$ such that with probability 1 ,

$$
\lim _{t \rightarrow \infty} \widetilde{g}_{t}(\mathbf{X})= \begin{cases}+1 & \text { if } \mu \in \mathscr{C}^{\beta} \cap \mathscr{R}_{\gamma}^{\beta}  \tag{22}\\ -1 & \text { if } \mu \in \mathscr{C}^{\beta} \backslash \mathscr{R}_{\gamma}^{\beta}\end{cases}
$$

To construct our tests, let us recall some relevant notation from the previous sections. For $t \in \mathbb{N}$ let $\left\langle M_{t}\right\rangle,\left\langle\ell_{t}\right\rangle,\left\langle n_{t}\right\rangle$ be increasing sequences of positive integers. Take $\delta \in(0,1)$ and let the sequence of positive real numbers $\left\langle\delta_{t}\right\rangle_{t \in \mathbb{N}}$ be such that $\sum_{t=1}^{\infty} \delta_{t}=\delta$. Let $\left\langle\epsilon_{t}\right\rangle_{t \in \mathbb{N}}$ be another sequence of positive numbers such that $\lim _{t \rightarrow \infty} \epsilon_{t}=0$. For each $m \in \mathbb{N}$ and $t \in \mathbb{N}$ recall the estimators $\widehat{\alpha}_{t}(\mathbf{X}, m):=\widehat{\alpha}_{\tau_{t}, n_{t}}^{\ell_{t}}(\mathbf{X}, m)$ and $\widehat{\beta}_{t}(\mathbf{X}, m):=\widehat{\beta}_{\widetilde{\tau}_{t}, n_{t}}^{\ell_{t}}(\mathbf{X}, m)$ respectively specified by (10) and (19), with $\tau_{t}$ given by (9) and $\widetilde{\tau}_{t}$ by (18). For a given process $\mathbf{X}$ and every $t \in \mathbb{N}$ define
$g_{t}(\mathbf{X}):= \begin{cases}+1 & \text { if } \widehat{\alpha}_{t}(\mathbf{X}, m) \leq \gamma(m)+\epsilon_{t}, m \in\left\{1, \ldots, M_{t}\right\} \\ -1 & \text { otherwise }\end{cases}$
and
$\widetilde{g}_{t}(\mathbf{X}):= \begin{cases}+1 & \text { if } \widehat{\beta}_{t}(\mathbf{X}, m) \leq \gamma(m)+\epsilon_{t}, m \in\left\{1, \ldots, M_{t}\right\} \\ -1 & \text { otherwise }\end{cases}$

Theorem 7. The sequence of functions $g_{t}, t \in \mathbb{N}$ given by (23) give rise to a goodness-of-fit test on $\mathscr{C}^{\alpha}$ that is strongly consistent in the sense of 21.

It is straightforward to check that a similar argument based on Proposition 4 and Proposition 5 leads to the following analogous result concerning $\beta$-mixing rate functions.
Theorem 8. The sequence of functions $\widetilde{g}_{t}, t \in \mathbb{N}$ defined by (24) gives rise to a goodness-of-fit test on $\mathscr{C}^{\beta}$ that is strongly consistent in the sense of 22 .

## B. Test for an upper bounds on $\|\boldsymbol{\alpha}\|$ and $\|\boldsymbol{\beta}\|$

We propose an asymptotically consistent test for an upperbound on $\|\boldsymbol{\alpha}\|$ (respectively $\|\boldsymbol{\beta}\|$ ) of a stationary ergodic process that is not necessarily mixing. Denote by $\mathscr{E}$ the set of all $\mathscr{X}$-valued stationary ergodic processes. As in Section IV-A, let $\mathscr{C}^{\alpha}$ (respectively $\mathscr{C}^{\beta}$ ) be the class of stationary $\alpha$-mixing (respectively $\beta$-mixing) processes whose sequence of $\alpha$-mixing (respectively $\beta$-mixing coefficients) is summable. Observe that $\mathscr{C}^{\beta} \subset \mathscr{C}^{\alpha} \subset \mathscr{E}$. Given a sample $\mathbf{X}$ generated by $\mu \in \mathscr{E}$, we wish to test the null hypothesis $H_{0}$ that $\|\boldsymbol{\alpha}\| \leq \gamma$ (respectively $\|\boldsymbol{\beta}\| \leq \gamma$ ) for some fixed threshold $\gamma \in[0, \infty$ ) against the alternative hypothesis that $\|\boldsymbol{\alpha}\|>\gamma$ (respectively $\|\boldsymbol{\beta}\| \leq \gamma)$. Let $\left\langle\zeta_{t}\right\rangle_{t \in \mathbb{N}}$ be a decreasing sequence of positive real numbers such that $\lim _{t \rightarrow \infty} \zeta_{t}=0$. For a sample $\mathbf{X}$, define the sequences $\left\langle f_{t}\right\rangle_{t \in \mathbb{N}}$ and $\left\langle\widetilde{f}_{t}\right\rangle_{t \in \mathbb{N}}$ of $\mathfrak{F}_{t}$-measurable functions

$$
f_{t}(\mathbf{X}):= \begin{cases}+1 & \text { if } \xi_{t}(\mathbf{X}) \leq \gamma+\zeta_{t}  \tag{25}\\ -1 & \text { otherwise }\end{cases}
$$

and

$$
\widetilde{f}_{t}(\mathbf{X}):= \begin{cases}+1 & \text { if } \widetilde{\xi}_{t}(\mathbf{X}) \leq \gamma+\zeta_{t}  \tag{26}\\ -1 & \text { otherwise }\end{cases}
$$

where $\xi_{t}(\mathbf{X})$ is given by 14 and $\widetilde{\xi}_{t}(\mathbf{X})$ is given by 20 . For each $\gamma \in[0, \infty)$ denote by $\mathscr{C}_{\gamma}^{\alpha}$ the subclass of $\mathscr{C}^{\alpha}$ corresponding to stationary $\alpha$-mixing processes whose sequences of $\alpha$-mixing coefficients sum to at most $\gamma$. A simple argument which relies on Theorem 4 yields the following result.
Theorem 9. For each $\gamma \in[0, \infty)$, and given a sample $\mathbf{X}$ generated by a (not necessarily mixing) stationary ergodic process $\mu \in \mathscr{E}$, with probability 1 the test $\left\langle f_{t}\right\rangle_{t \in \mathbb{N}}$ given by (25) has the property that

$$
\lim _{t \rightarrow \infty} f_{t}(\mathbf{X})= \begin{cases}+1 & \text { if } \mu \in \mathscr{C}_{\gamma}^{\alpha} \\ -1 & \text { if } \mu \in \mathscr{E} \backslash \mathscr{C}_{\gamma}^{\alpha}\end{cases}
$$

Similarly, an argument based on Theorem 6, leads to the following analogous result.
Theorem 10. For each $\gamma \in[0, \infty)$, and given a sample $\mathbf{X}$ generated by a (not necessarily mixing) stationary ergodic process $\mu \in \mathscr{E}$, with probability 1 the test $\left\langle\widetilde{f}_{t}\right\rangle$ given by has the property that

$$
\lim _{t \rightarrow \infty} \widetilde{f}_{t}(\mathbf{X})= \begin{cases}+1 & \text { if } \mu \in \mathscr{C}_{\gamma}^{\beta} \\ -1 & \text { if } \mu \in \mathscr{E} \backslash \mathscr{C}_{\gamma}^{\beta}\end{cases}
$$

Using Theorem9, we can readily obtain a consistent test for independence on $\mathscr{E}$. Consider a process $\mathbf{X}$ with distribution $\mu$.

Recall that $\mathscr{I}$ denotes the set of all $\mathscr{X}$-valued i.i.d. processes, and observe that if $\mu \in \mathscr{I}$ then clearly $\|\boldsymbol{\alpha}\|=0$. Thus, if $\mu \in \mathscr{E}$ we can use 25) with $\gamma=0$ to test the null hypothesis $H_{0}$ that $\mu \in \mathscr{I}$ against the alternative hypothesis $H_{1}$ that $\mu \in \mathscr{E} \backslash \mathscr{I}$ so that the process is stationary ergodic but it is not i.i.d.. More specifically, let $\left\langle\zeta_{t}\right\rangle$ be a decreasing sequence of positive real numbers as before, such that $\lim _{t \rightarrow \infty} \zeta_{t}=0$. For a given process $\mathbf{X}$ and each $t \in \mathbb{N}$ define

$$
\bar{f}_{t}(\mathbf{X}):= \begin{cases}+1 & \text { if } \widehat{\alpha}_{t}(\mathbf{X}) \leq \zeta_{t}  \tag{27}\\ -1 & \text { otherwise }\end{cases}
$$

## C. Test for independence

Observing that $\|\boldsymbol{\alpha}\|=0$ for all i.i.d. processes $\mu \in \mathscr{I}$, the consistency of (27) trivially follows from Theorem 9 , leading to the following corollary.
Corollary 1 (Morvai and Weiss [17]). There exists a strongly consistent test for independence on $\mathscr{E}$. That is, for a stationary ergodic process $\mathbf{X}$ with process distribution $\mu \in \mathscr{E}$ with probability one it holds that

$$
\lim _{t \rightarrow \infty} \bar{f}_{t}(\mathbf{X})= \begin{cases}+1 & \text { if } \mu \in \mathscr{E} \cap \mathscr{I} \\ -1 & \text { if } \mu \in \mathscr{E} \backslash \mathscr{I}\end{cases}
$$

This recovers, albeit via a different approach, the main result of Morvai and Weiss [17].

## V. Outlook

We studied the problem of estimating the mixing coefficients of a real-valued, stationary ergodic process from a finite sample-path. As an initial step, we proposed strongly consistent estimators of individual $\alpha$-mixing coefficients for a subclasses of stationary processes whose sequences of $\alpha$ mixing coefficients are summable. We also provided strongly consistent estimators of the $\ell_{1}$ norm of the sequence $\alpha$-mixing coefficients for this class of processes, and extended the results to the case where the stationary process is not necessarily $\alpha$ mixing. Our main inspiration for estimating $\|\boldsymbol{\alpha}\|$ has been that the $\ell_{1}$ norms of the sequences of mixing coefficients naturally appear in concentration of measure inequalities for dependent processes. We further proposed analogous results concerning $\beta$-mixing coefficients. Finally, building upon our estimators we developed strongly consistent hypothesis tests for mixing rates as well as for upper bounds on $\|\boldsymbol{\alpha}\|$ and $\|\boldsymbol{\beta}\|$. This, in turn, gave rise to a strongly consistent test for independence, recovering the main result of Morvai and Weiss [17] as a corollary. A particularly interesting open problem is to estimate the $\ell_{1}$ norm of the sequence of $\phi$-mixing coefficients. Indeed, as mentioned in the Introduction, when a process is $\phi$-mixing, one can obtain exponential concentration inequalities in terms of $\|\phi\|$. However, the main difficulty in estimating the $\phi$-mixing coefficients is to consistently estimate the conditional probabilities, as some events may be of arbitrarily small measure. We conjecture that this challenge may be overcome by generalizing the plug-in estimators of Grünewälder [18] which are designed for the i.i.d. setting.

## VI. Proofs

In this section we provide proofs of our technical results.
Proof of Lemma 1 . Fix $m, \ell \in \mathbb{N}, n>m \in \mathbb{N}$ and $j \in$ $\{1, \ldots, n-m\}$. It is clear that $\alpha_{n, j}^{\ell}(m) \leq \alpha\left(\mathfrak{F}_{1}^{j}(\ell), \mathfrak{F}_{j+m}^{n}(\ell)\right)$. Therefore, it suffices to show that $\alpha\left(\mathfrak{F}_{1}^{j}(\ell), \mathfrak{F}_{j+m}^{n}(\ell)\right) \leq$ $\alpha_{n, j}^{\ell}(m)$. We show this using Dynkin's $\pi-\lambda$ theorem as follows. Define $\mathcal{A}_{1}^{j}(\ell):=\left\{[A]_{1}^{j}: A \in \mathcal{D}_{j, \ell}\right\}$ and

$$
\mathcal{A}_{j+m}^{n}(\ell):=\left\{[B]_{j+m+1}^{n}: B \in \mathcal{D}_{j^{\prime}, \ell}, j^{\prime}:=n-m-j\right\}
$$

It trivially holds that $\mathcal{A}_{1}^{j}(\ell)$ forms a $\pi$-system, since it is nonempty and closed under finite intersections. On the other hand, by definition we have

$$
\begin{equation*}
\sup _{\substack{U \in \mathcal{A}_{1}^{j}(\ell) \\ V \in \mathcal{A}_{j+m}^{n}(\ell)}}|\mu(U \cap V)-\mu(U) \mu(V)|=\alpha_{n, j}^{\ell}(m) \tag{28}
\end{equation*}
$$

Let $\mathcal{L}$ be the largest algebra of subsets of $\mathfrak{F}$ such that

$$
\sup _{\substack{U \in \mathcal{L} \\ V \in \mathcal{A}_{j+m}^{n}(\ell)}}|\mu(U \cap V)-\mu(U) \mu(V)| \leq \alpha_{n, j}^{\ell}(m)
$$

It is straightforward to verify that $\mathcal{L}$ forms a $\lambda$-system. To see this, first note that since $\alpha_{n, j}^{\ell}(m) \geq 0$, it clearly holds that $\mathscr{X}^{\mathbb{N}} \in \mathcal{L}$. Next, take $U_{1} \subseteq U_{2} \in \mathcal{L}$. Since $\mathcal{L}$ is an algebra, it is closed under complementation as well as under pairwise unions and intersections. Therefore, $\left(U_{2} \backslash U_{1}\right) \in \mathcal{L}$. Finally, consider a countable sequence of increasing subsets $U_{i} \subseteq U_{i+1} \in \mathcal{L}, \quad i \in \mathbb{N}$ and define $U:=\bigcup_{i=1}^{\infty} U_{i}$. It follows from the continuity of probability measure that $U \in \mathcal{L}$. To see this, for $V \in \mathcal{A}_{j+m}^{n}(\ell)$ define $\bar{U}_{i}:=$ $U_{i} \cap V, i \in \mathbb{N}$, and let $\bar{U}:=\bigcup_{i=1}^{\infty} \bar{U}_{i}$. Observe that $\bar{U}_{i} \subseteq \bar{U}_{i+1}$ so that $\lim _{n \rightarrow \infty} \mu\left(\bar{U}_{n}\right)=\mu(\bar{U})$. Similarly, it holds that $\lim _{n \rightarrow \infty} \mu\left(U_{n}\right)=\mu(U)$. Fix $\epsilon>0$ there exist $N_{\epsilon}, N_{\epsilon}^{\prime}$ such that for all $n \geq \max \left\{N_{\epsilon}, N_{\epsilon}^{\prime}\right\}$ we have $\left|\mu\left(U_{n}\right)-\mu(U)\right| \leq \epsilon$ and $\left|\mu\left(\bar{U}_{n}\right)-\mu(\bar{U})\right| \leq \epsilon$. Therefore,

$$
\begin{aligned}
\mid \mu(U \cap V) & -\mu(U) \mu(V) \mid \\
& =|\mu(\bar{U})-\mu(U) \mu(V)| \\
& \leq\left|\mu\left(\bar{U}_{n}\right)-\mu\left(U_{n}\right) \mu(V)\right|+2 \epsilon \\
& \leq \alpha_{n, j}^{\ell}(m)+2 \epsilon
\end{aligned}
$$

Since the choice of epsilon is arbitrary, it follows that $U \in$ $\mathcal{L}$. Therefore $\mathcal{L}$ is a $\lambda$-system. Moreover, by (28) we have $\mathcal{A}_{1}^{j}(\ell) \subseteq \mathcal{L}$. Thus, as follows from Dynkin's $\pi-\lambda$ theorem, we can deduce that $\sigma\left(\mathcal{A}_{1}^{j}(\ell)\right) \subseteq \mathcal{L}$ so that

$$
\begin{equation*}
\sup _{\substack{U \in \sigma\left(\mathcal{A}_{1}^{j}(\ell)\right) \\ V \in \mathcal{A}_{j+m}^{n}(\ell)}}|\mu(U \cap V)-\mu(U) \mu(V)| \leq \alpha_{n, j}^{\ell}(m) \tag{29}
\end{equation*}
$$

On the other hand, let $\mathcal{L}^{\prime}$ be the largest algebra of subsets of $\mathfrak{F}$ such that

$$
\sup _{\substack{U \in \sigma\left(\mathcal{A}_{1}^{j}(\ell)\right) \\ V \in \mathcal{L}^{\prime}}}|\mu(U \cap V)-\mu(U) \mu(V)| \leq \alpha_{n, j}^{\ell}(m)
$$

In much the same way as with $\mathcal{L}$, it is straightforward to check that $\mathcal{L}^{\prime}$ is a $\lambda$-system. Moreover, by 29 and an argument analogous to that concerning $\mathcal{A}_{1}^{j}(\ell)$, we can conclude that
$\mathcal{A}_{j+m}^{n}(\ell) \subseteq \mathcal{L}^{\prime}$. Hence, by another application of the $\pi-\lambda$ theorem, we obtain $\sigma\left(\mathcal{A}_{j+m}^{n}(\ell)\right) \subseteq \mathcal{L}^{\prime}$. This gives

$$
\sup _{\substack{U \in \sigma\left(\mathcal{A}_{1}^{j}(\ell)\right) \\ V \in \sigma\left(\mathcal{A}_{j+m}^{1}(\ell)\right)}}|\mu(U \cap V)-\mu(U) \mu(V)| \leq \alpha_{n, j}^{\ell}(m)
$$

Noting that $\sigma\left(\mathcal{A}_{1}^{j}(\ell)\right)=\mathfrak{F}_{1}^{j}(\ell)$ and $\sigma\left(\mathcal{A}_{j+m}^{j}(\ell)\right)=\mathfrak{F}_{j+m}^{n}(\ell)$, we obtain $\alpha\left(\mathfrak{F}_{1}^{j}(\ell), \mathfrak{F}_{j+m}^{n}(\ell)\right) \leq \alpha_{n, j}^{\ell}(m)$.
Proof of Proposition 1 Fix $m, \ell \in \mathbb{N}$ and $n>m$. Observe that for each $j \in\{1, \ldots, n-m\}$ we have $\mathfrak{F}_{1}^{j}(\ell) \subset$ $\mathfrak{F}_{1}^{j}(\ell+1), \quad \ell \in \mathbb{N}$ and $\mathfrak{F}_{j+m}^{n}(\ell) \subset \mathfrak{F}_{j+m}^{n+1}(\ell+1), n, \ell \in$ $\mathbb{N}$ are each a sequence of $\sigma$-algebras with $\bigvee_{\ell}^{\infty} \mathfrak{F}_{1}^{j}(\ell)=$ $\sigma\left(X_{1}, \ldots, X_{j}\right)$ and $\bigvee_{n, \ell}^{\infty} \mathfrak{F}_{j+m}^{n}(\ell)=\sigma\left(\left\{X_{t}: t \geq j+\right.\right.$ $m+1\})$. Therefore, by Bradley [1, Vol. 1, Proposition 3.18] $\lim _{n, \ell \rightarrow \infty} \alpha\left(\mathfrak{F}_{1}^{j}(\ell), \mathfrak{F}_{j+m}^{n}(\ell)\right)$ is given by

$$
\begin{equation*}
\alpha\left(\sigma\left(\left\{X_{t}: t \in\{1, \ldots, j\}\right\}\right), \sigma\left(\left\{X_{t}: t \geq j+m+1\right\}\right)\right) \tag{30}
\end{equation*}
$$

It is straightforward to check that for each $m \in \mathbb{N}$ we have

$$
\begin{equation*}
\sup _{n, \ell} \max _{j \in\{1, \ldots, n-m\}} \alpha_{n, j}^{\ell}(m)=\sup _{j \in \mathbb{N}} \sup _{n \geq j+m+1} \sup _{\ell} \alpha_{n, j}^{\ell}(m) \tag{31}
\end{equation*}
$$

To see this first let $c:=\sup _{j \in \mathbb{N}} \sup _{n \geq j+m} \sup _{\ell} \alpha_{n, j}^{\ell}(m)$ and fix some $\epsilon>0$; by the definition of sup there exist $\ell^{*}, j^{*} \in \mathbb{N}$ and $n^{*} \geq j^{*}+m$ such that $\alpha_{n^{*}, j^{*}}^{\ell}(m) \geq c-\epsilon$. We have $c-\epsilon \leq$ $\alpha_{n^{*}, j^{*}}^{\ell}(m) \leq \sup _{n, \ell} \max _{j \in\{1, \ldots, n-m\}} \alpha_{n, j}^{\ell}(m)$. Similarly, let $c^{\prime}:=\sup _{n, \ell} \max _{j \in\{1, \ldots, n-m\}} \alpha_{n, j}^{\ell}(m)$, and note that there exist some $n^{\prime}, \ell^{\prime} \in \mathbb{N}$ such that $\max _{j \in 1, \ldots, n^{\prime}-m} \alpha_{n^{\prime}, j}^{\ell^{\prime}}(m) \geq$ $c^{\prime}-\epsilon$. It follows that $c^{\prime}-\epsilon \leq \max _{j \in 1, \ldots, n^{\prime}-m} \alpha_{n^{\prime}, j}^{\ell^{\prime}, j}(m) \leq$ $\sup _{j \in \mathbb{N}} \sup _{n>j+m} \sup _{\ell} \alpha_{n, j}^{\ell}(m)$. Since the choice of $\epsilon$ is arbitrary, 31) follows. We obtain

$$
\begin{align*}
\lim _{n, \ell \rightarrow \infty} \alpha_{n}^{\ell}(m) & =\lim _{n, \ell \rightarrow \infty} \max _{j \in\{1, \ldots, n-m\}} \alpha_{n, j}^{\ell}(m) \\
& =\sup _{n, \ell} \max _{j \in\{1, \ldots, n-m\}} \alpha_{n, j}^{\ell}(m)  \tag{32}\\
& =\sup _{j \in \mathbb{N}} \sup _{n \geq j+m} \sup _{\ell} \alpha_{n, j}^{\ell}(m)  \tag{33}\\
& =\sup _{j \in \mathbb{N}} \lim _{n, \ell \rightarrow \infty} \alpha_{n, j}^{\ell}(m)  \tag{34}\\
& =\sup _{j \in \mathbb{N}} \lim _{n, \ell \rightarrow \infty} \alpha\left(\mathfrak{F}_{1}^{j}(\ell), \mathfrak{F}_{j+m}^{n}(\ell)\right)  \tag{35}\\
& =\alpha(m), \tag{36}
\end{align*}
$$

where (32) and (34) follow from the fact that for a fixed $m \in$ $\mathbb{N}, \alpha_{n, j}^{\ell}(m)$ is an increasing function of $n, \ell$, (33) follows from (31), (35) follows from Lemma 1, and (36) follows from 30.

The proof of Lemma 2 is provided next. A key ingredient of the analysis is the concentration inequality of Rio, which is stated below for completeness.
Lemma 5 (Rio [4, Corollary 1.1]). Let $\left\langle Y_{i}\right\rangle_{i \geq 0}$ be a stationary sequence of $[-1,1]$-valued random variables. Define $\bar{\alpha}(m):=$ $\alpha\left(\sigma\left(Y_{0}\right), \sigma\left(Y_{m}\right)\right)$ and suppose that $\|\overline{\boldsymbol{\alpha}}\|:=\sum_{m \in \mathbb{N}} \bar{\alpha}(m)<$ $\infty$. For each $t \in \mathbb{N}$, let $S_{t}:=Y_{0}+\ldots+Y_{t-1}$. We have

$$
\operatorname{Var}\left(S_{t}\right) \leq 4 t\|\overline{\boldsymbol{\alpha}}\|
$$

Proof of Lemma 2. Let $\overline{\mathbb{N}}:=\mathbb{N} \cup\{0\}$. For each $D \in$ $\mathcal{D}_{k, \ell}, k, \ell \in \mathbb{N}$ define the $[-1,1]$-valued sequence of random variables $\left\langle Y_{i}\right\rangle_{i \in \overline{\mathbb{N}}}$ where $Y_{i}:=\chi_{D}\left\{X_{i k+1}, \ldots, X_{(i+1) k}\right\}-$ $\mu\left([D]_{1}^{k}\right), i \in \overline{\mathbb{N}}$. Observe that $\left\langle Y_{i}\right\rangle_{t i \in \overline{\mathbb{N}}}$ is a zero-mean $[-1,1]$ valued stationary process and for each $m \in \mathbb{N}$ we have,

$$
\begin{aligned}
& \alpha\left(\sigma\left(Y_{0}\right), \sigma\left(Y_{m}\right)\right) \\
& \quad \leq \alpha\left(\sigma\left(X_{1}, \ldots, X_{k}\right), \sigma\left(X_{m k+1}, \ldots, X_{(m+1) k}\right)\right) \\
& \quad \leq \alpha(k(m-1)+1)
\end{aligned}
$$

where the first inequality follows from the fact that by definition we have $\sigma\left(Y_{0}\right) \subset \sigma\left(X_{1}, \ldots, X_{k}\right)$ and that $\sigma\left(Y_{m}\right) \subset$ $\sigma\left(X_{m k+1}, \ldots, X_{(m+1) k}\right)$, and the second inequality follows form the definition of the $\alpha$-mixing coefficients of $\mathbf{X}$. Thus, we obtain

$$
\begin{aligned}
\sum_{m \in \mathbb{N}} \alpha\left(\sigma\left(Y_{0}\right), \sigma\left(Y_{m}\right)\right) & \leq \sum_{m \in \mathbb{N}} \alpha(k(m-1)+1) \\
& \leq \sum_{m \in \mathbb{N}} \alpha(m) \\
& =\|\boldsymbol{\alpha}\|
\end{aligned}
$$

where, the second inequality follows from the fact that $\alpha(m)$ is a decreasing sequence so that $\alpha(u) \leq \alpha(v), u>v \in \mathbb{N}$.

Let $S_{t}:=\sum_{i=0}^{t-1} Y_{i}$. By Chebychev's inequality together with Lemma 5, and noting that by definition $\bar{\alpha}(m) \leq \alpha(m)$, we obtain

$$
\begin{aligned}
\operatorname{Pr}\left(\left|\mu_{t}(\mathbf{X}, D)-\mu\left([D]_{1}^{k}\right)\right| \geq \epsilon\right) & =\operatorname{Pr}\left(\left|S_{t}\right| \geq t \epsilon\right) \\
& \leq \frac{\operatorname{Var}\left(S_{t}\right)}{t^{2} \epsilon^{2}} \\
& \leq \frac{4\|\boldsymbol{\alpha}\|}{t \epsilon^{2}}
\end{aligned}
$$

Proof of Proposition 3. Fix $\epsilon>0$. For $t, n \in \mathbb{N}$ define

$$
\Omega_{t, n}:=\left\{\max _{D \in \mathcal{D}_{n, \ell}}\left|\mu_{t}(\mathbf{X}, D)-\mu\left([D]_{1}^{n}\right)\right| \leq \epsilon / 2^{2^{m \ell}}\right\}
$$

By Lemma 2 and a union bound we obtain,

$$
\operatorname{Pr}\left(\Omega_{t, n}\right) \geq 1-\left(2^{2^{n \ell}+2^{m \ell+1}}\right) \frac{\|\boldsymbol{\alpha}\|}{t \epsilon^{2}}
$$

For all $\omega \in \Omega_{t, n}$, and each $A \in \mathcal{D}_{j, \ell}, B \in \mathcal{D}_{j^{\prime}, \ell,}, j \in$ $\{1, \ldots, n-m\}, j^{\prime}:=n-m-j+1$ the following inequalities hold. First we have,

$$
\begin{aligned}
& \left|\gamma_{t, n}^{m, j}(\mathbf{X}, A, B)-\mu\left([A]_{1}^{j} \cap[B]_{j+m+1}^{n}\right)\right| \\
& \leq \sum_{C \in \mathcal{D}_{m, \ell}}\left|\mu_{t}(\mathbf{X}, A \times C \times B)-\mu\left([A \times C \times B]_{1}^{n}\right)\right| \\
& \leq \epsilon
\end{aligned}
$$

Next, it holds that

$$
\begin{gathered}
\left|\mu_{t}(\mathbf{X}, A) \mu_{t}(\mathbf{X}, B)-\mu\left([A]_{1}^{j}\right) \mu\left([B]_{j+m+1}^{n}\right)\right| \\
\leq\left|\mu_{t}(\mathbf{X}, A)-\mu\left([A]_{1}^{j}\right)\right|\left|\mu_{t}(\mathbf{X}, B)-\mu\left([B]_{j+m+1}^{n}\right)\right| \\
+\mu\left([A]_{1}^{j}\right)\left|\mu_{t}(\mathbf{X}, B)-\mu\left([B]_{j+m+1}^{n}\right)\right| \\
+\mu\left([B]_{j+m+1}^{n}\right)\left|\mu_{t}(\mathbf{X}, A)-\mu\left([A]_{1}^{j}\right)\right| \\
\leq \epsilon^{2} /\left(2^{2^{m \ell}+1}\right)+2 \epsilon /\left(2^{2^{m \ell}}\right) \leq \epsilon .
\end{gathered}
$$

Recall that It follows that $j^{\prime}:=j-n-m$ for $j \in$ $\{1, \ldots, n-m\}$. Define the events $E_{1}:=\left\{\exists j, A \in \mathcal{D}_{j, \ell}, B \in\right.$ $\left.\mathcal{D}_{j^{\prime}, \ell}:\left|\gamma_{t, n}^{m, j}(\mathbf{X}, A, B)-\mu\left([A]_{1}^{j} \cap[B]_{j+m+1}^{n}\right)\right| \geq \epsilon\right\}$ and $E_{2}:=\left\{\exists j, A \in \mathcal{D}_{j, \ell}, B \in \mathcal{D}_{j^{\prime}, \ell}: \mid \mu_{t}(\mathbf{X}, A) \mu_{t}(\mathbf{X}, B)-\right.$ $\left.\mu\left([A]_{1}^{j}\right) \mu\left([B]_{j+m}^{n}\right) \mid \geq \epsilon\right\}$. We obtain,

$$
\begin{aligned}
\operatorname{Pr}\left(\left|\widehat{\alpha}_{t, n}^{\ell}(\mathbf{X}, m)-\alpha_{n}^{\ell}(m)\right| \geq \epsilon\right) & \leq \operatorname{Pr}\left(E_{1}\right)+\operatorname{Pr}\left(E_{2}\right) \\
& \leq 2 \operatorname{Pr}\left(\Omega_{t, n}^{c}\right) \\
& \leq\left(2^{2^{n \ell}+2^{m \ell+1}+1}\right) \frac{\|\boldsymbol{\alpha}\|}{t \epsilon^{2}} .
\end{aligned}
$$

Thus, 8) gives $C_{M, \ell, n}=M\left(2^{2^{n \ell}+2^{M \ell+1}+1}\right)$ for each $M \in$ $\mathbb{N}$, and we obtain

$$
\begin{aligned}
& \operatorname{Pr}\left(\left|\sum_{m=1}^{M} \widehat{\alpha}_{t, n}^{\ell}(\mathbf{X}, m)-\alpha_{n}^{\ell}(m)\right| \geq \epsilon\right) \\
& \quad \leq \operatorname{Pr}\left(\sum_{m=1}^{M}\left|\widehat{\alpha}_{t, n}^{\ell}(\mathbf{X}, m)-\alpha_{n}^{\ell}(m)\right| \geq \epsilon\right) \\
& \quad \leq \frac{\|\boldsymbol{\alpha}\| C_{M, \ell, k}}{t \epsilon^{2}}
\end{aligned}
$$

Proof of Theorem 1 Fix $\epsilon>0$. As follows from Proposition 1, there exist $L_{\epsilon}, N_{\epsilon} \in \mathbb{N}$ such that for all $n \geq N_{\epsilon}$ and all $\ell \geq L_{\epsilon}$ we have,

$$
\begin{equation*}
\left|\alpha_{n}^{\ell}(m)-\alpha(m)\right| \leq \epsilon \tag{37}
\end{equation*}
$$

Let $T_{\epsilon}^{(1)} \in \mathbb{N}$ be such that $\ell_{t} \geq L_{\epsilon}, n_{t} \geq N_{\epsilon}$ for $t \geq T_{\epsilon}^{(1)}$. Define the events

$$
E_{t}:=\left\{\left|\widehat{\alpha}_{t}(\mathbf{X}, m)-\alpha_{n}^{\ell}(m)\right| \geq \epsilon_{t}\right\}, t \in \mathbb{N}
$$

Since as specified by (9) $\tau_{t}=\frac{C_{m, \ell_{t}, n_{t}}}{\epsilon_{t}^{2} \delta_{t}}$, then by Proposition 3 for each $t \in \mathbb{N}$ it holds that

$$
\begin{equation*}
\operatorname{Pr}\left(E_{t}\right) \leq \frac{\|\boldsymbol{\alpha}\| C_{m, \ell_{t}, n_{t}}}{m \tau_{t} \epsilon_{t}^{2}} \leq \frac{\|\boldsymbol{\alpha}\| \delta_{t}}{m} \tag{38}
\end{equation*}
$$

Let $\delta:=\sum_{t \in \mathbb{N}} \delta_{t}$ and note that $\delta<\infty$. Define $E:=\lim \sup _{t \rightarrow \infty} E_{t}=\bigcap_{t=1}^{\infty} \bigcup_{t^{\prime}=t}^{\infty} E_{t^{\prime}}$. By (38) we have $\sum_{t \in \mathbb{N}} \operatorname{Pr}\left(E_{t}\right) \leq \frac{\|\boldsymbol{\alpha}\|}{m} \sum_{t \in \mathbb{N}} \delta_{t}=\frac{\|\boldsymbol{\alpha}\|}{m} \delta<\infty$, since $\|\boldsymbol{\alpha}\|<\infty$. Therefore, by the Borel-Cantelli Lemma we obtain $\operatorname{Pr}(E)=0$. As a result, there exists some random $T^{*}$ (which depends on the sample-path) such that for all $t \geq T^{*}$ we have

$$
\begin{equation*}
\left|\widehat{\alpha}_{t}(\mathbf{X}, m)-\alpha_{n_{t}}^{\ell_{t}}(m)\right| \leq \epsilon_{t}, \quad \mu-\text { almost surely } \tag{39}
\end{equation*}
$$

Let $T_{\epsilon}^{(2)} \in \mathbb{N}$ be large enough such that for all $t \geq T_{\epsilon}^{(2)}$ we have $\epsilon_{t} \leq \epsilon / 2$. Take $t \geq \max \left\{T^{*}, T_{\epsilon}^{(1)}, T_{\epsilon}^{(2)}\right\}$, with probability one we have $\left|\widehat{\alpha}_{t}(\mathbf{X}, m)-\alpha(m)\right| \leq \mid \widehat{\alpha}_{t}(\mathbf{X}, m)-$ $\alpha_{n_{t}}^{\ell_{t}}(m) \mid+\epsilon \leq \epsilon_{t}+\epsilon \leq \epsilon$ where the first inequality follows from (37) and the second inequality follows from 39.

Proof of Theorem 2 Fix $\epsilon>0$. Since $\|\boldsymbol{\alpha}\|<\infty$, there exists some $M_{\epsilon} \in \mathbb{N}$ such that $\sum_{m=M_{\epsilon}+1}^{\infty} \alpha(m) \leq \epsilon / 5$. Let $\epsilon^{\prime}:=$ $\frac{\epsilon}{5 M_{\epsilon}}$. As follows from Proposition 1 for each $t \in \mathbb{N}$, there exist $L_{\epsilon^{\prime}}, N_{\epsilon^{\prime}} \in \mathbb{N}$ such that for all $n \geq N_{\epsilon^{\prime}}$ and all $\ell \geq L_{\epsilon^{\prime}}$ we have,

$$
\begin{equation*}
\max _{m \in 1, \ldots, M_{\epsilon}}\left|\alpha_{n}^{\ell}(m)-\alpha(m)\right| \leq \epsilon^{\prime} \tag{40}
\end{equation*}
$$

Let $T_{\epsilon}^{(1)} \in \mathbb{N}$ be such that $M_{t} \geq M_{\epsilon}, \ell_{t} \geq L_{\epsilon^{\prime}(t)}, n_{t} \geq N_{\epsilon^{\prime}(t)}$ for $t \geq T_{\epsilon}^{(1)}$. Define the sequence of events

$$
E_{t}:=\left\{\left|\theta_{t}(\mathbf{X})-\sum_{m=1}^{M_{t}} \alpha_{n_{t}}^{\ell_{t}}(m)\right| \geq \epsilon_{t}\right\}, t \in \mathbb{N}
$$

Since $\kappa_{t}=\frac{C_{M_{t}, \ell_{t}, n_{t}}}{\epsilon_{t}^{2} \delta_{t}}$, then by Proposition 3 for each $t \in \mathbb{N}$ we have

$$
\operatorname{Pr}\left(E_{t}\right) \leq \frac{\|\boldsymbol{\alpha}\| C_{M_{t}, \ell_{t}, n_{t}}}{t \epsilon_{t}^{2}} \leq\|\boldsymbol{\alpha}\| \delta_{t}
$$

Let $\delta:=\sum_{t \in \mathbb{N}} \delta_{t}$ and note that $\delta<\infty$. Define $E:=\lim \sup _{t \rightarrow \infty} E_{t}=\bigcap_{t=1}^{\infty} \bigcup_{t^{\prime}=t}^{\infty} E_{t^{\prime}}$. It follows that $\sum_{t \in \mathbb{N}} \operatorname{Pr}\left(E_{t}\right) \leq\|\boldsymbol{\alpha}\| \sum_{t \in \mathbb{N}} \delta_{t}=\|\boldsymbol{\alpha}\| \delta<\infty$. Therefore, by the Borel-Cantelli Lemma we obtain $\operatorname{Pr}(E)=0$. As a result, there exists some random $T^{*}$ (which depends on the samplepath) such that for all $t \geq T^{*}$ we have

$$
\left|\theta_{t}(\mathbf{X})-\sum_{m=1}^{M_{t}} \alpha_{n_{t}}^{\ell_{t}}(m)\right| \leq \epsilon_{t}, \quad \mu-\text { almost surely }
$$

Let $T_{\epsilon}^{(2)} \in \mathbb{N}$ be large enough so that $\epsilon_{t} \leq \epsilon / 5$ for $t \geq T_{\epsilon}^{(2)}$. With probability one, for all $t \geq \max \left\{T^{*}, T_{\epsilon}^{(1)}, T_{\epsilon}^{(2)}\right\}$ obtain,

$$
\begin{align*}
\mid \theta_{t}(\mathbf{X})- & |\boldsymbol{\alpha} \|| \\
\leq & \left|\theta_{t}(\mathbf{X})-\sum_{m=1}^{M_{t}} \alpha_{n_{t}}^{\ell_{t}}(m)\right| \\
& +\left|\sum_{m=1}^{M_{t}} \alpha_{n_{t}}^{\ell_{t}}(m)-\sum_{m=1}^{M_{t}} \alpha(m)\right|+\epsilon / 5 \\
\leq & \sum_{m=1}^{M_{\epsilon}}\left|\alpha_{n_{t}}^{\ell_{t}}(m)-\alpha(m)\right| \\
& \quad+\sum_{m=M_{\epsilon}+1}^{M_{t}}\left(\alpha_{n_{t}}^{\ell_{t}}(m)+\alpha(m)\right)+2 \epsilon / 5  \tag{41}\\
\leq & \epsilon, \tag{42}
\end{align*}
$$

where (41) follows from the fact that for all $n, \ell, m \in \mathbb{N}$ we have $\alpha_{n}^{\ell}(m) \geq 0$ and $\alpha(m) \geq 0$, and (42) follows from (40) and that by definition $\alpha_{n}^{\ell}(m) \leq \alpha(m)$ for all $n, \ell, m \in \mathbb{N}$.
Proof of Theorem 3 First, we prove that with probability at least $1-\delta$ we have $\lim _{t \rightarrow \infty} \psi_{t}(\mathbf{X}) \leq\|\boldsymbol{\alpha}\|$. If $\|\boldsymbol{\alpha}\|=\infty$ then there is nothing to prove, so we may assume $\|\boldsymbol{\alpha}\|<\infty$. Consider any $s_{t}>\|\boldsymbol{\alpha}\|$. Then

$$
\begin{align*}
\operatorname{Pr}\left(\theta_{t}(\mathbf{X})\right. & \left.>s_{t}+\epsilon_{t} \sqrt{s_{t}}\right) \\
& \leq \operatorname{Pr}\left(\theta_{t}(\mathbf{X})>\sum_{m=1}^{M_{t}} \alpha(m)+\epsilon_{t} \sqrt{s_{t}}\right)  \tag{43}\\
& \leq \frac{\|\boldsymbol{\alpha}\| C_{M_{t}, \ell_{t}, n_{t}}}{\kappa_{t} s_{t} \epsilon_{t}^{2}}  \tag{44}\\
& \leq \delta_{t} \tag{45}
\end{align*}
$$

where (43) follows from the fact that $\sum_{m=1}^{M_{t}} \alpha(m) \leq\|\boldsymbol{\alpha}\|<$ $s_{t}$, 44) follows from Proposition 3 and (45) from the choice of $\kappa_{t}$ given by (11), together with noting that $s_{t}>\|\boldsymbol{\alpha}\|$. Observing that $\sum_{t \in \mathbb{N}} \delta_{t}=\delta$, the union bound implies
$\operatorname{Pr}\left(\left\{\exists s_{t}>\|\boldsymbol{\alpha}\|: \theta_{t}(\mathbf{X})>s_{t}+\epsilon_{t} \sqrt{s_{t}}\right\}\right) \leq \delta$. It remains to prove that $\lim _{t \rightarrow \infty} \psi_{t}(\mathbf{X}) \geq\|\boldsymbol{\alpha}\|$ with probability one. To this end, first assume that $\|\boldsymbol{\alpha}\|<\infty$. We show that, with probability one, for any $\eta<\|\boldsymbol{\alpha}\|$, there exists some $s_{t}>\eta$ such that $\theta_{t}(\mathbf{X})>s_{t}+\epsilon_{t} \sqrt{s_{t}}$. Fix some $\eta<\|\boldsymbol{\alpha}\|$ and let $\varrho=\|\boldsymbol{\alpha}\|-\eta$. Recall that $\left\langle\epsilon_{t}\right\rangle$ is a decreasing sequence of positive real numbers with $\lim _{t \rightarrow \infty} \epsilon_{t}=0$. Therefore, there exists some $T_{1}$ such that for all $t \geq T_{1}$,

$$
\begin{equation*}
\|\boldsymbol{\alpha}\|-\frac{7 \varrho}{8}+\epsilon_{t} \sqrt{\|\boldsymbol{\alpha}\|-\frac{7 \varrho}{8}}<\|\boldsymbol{\alpha}\|-\frac{3 \varrho}{4} . \tag{46}
\end{equation*}
$$

By Theorem 2 there exists some random $T_{2} \in \mathbb{N}$ such that, for all $t \geq T_{2}$ with probability one we have,

$$
\begin{equation*}
\theta_{t}(\mathbf{X}) \geq\|\boldsymbol{\alpha}\|-\frac{3 \varrho}{4} \tag{47}
\end{equation*}
$$

Moreover, with $\mathscr{S}$ chosen to be a countable dense subset of $[0, \infty)$ we can find some $t \geq \max \left\{T_{1}, T_{2}\right\}$ such that $s_{t} \in$ $(\eta,\|\boldsymbol{\alpha}\|-7 \varrho / 8)$. It follows that

$$
\begin{equation*}
s_{t}+\epsilon_{t} \sqrt{s_{t}}<\|\boldsymbol{\alpha}\|-\frac{3 \varrho}{4} \leq \theta_{t}(\mathbf{X}) \tag{48}
\end{equation*}
$$

where the first inequality follows from the fact that $s_{t}<\|\boldsymbol{\alpha}\|-$ $7 \varrho / 8$, and the second inequality follows from 47). As a result, we obtain $\psi_{t}(\mathbf{X})>\eta$ as claimed. Finally, suppose that $\|\boldsymbol{\alpha}\|=$ $\infty$ and fix some $\eta \in \mathbb{N}$. Since $\|\boldsymbol{\alpha}\|=\infty$, there exists some $M^{\star}$ such that $\sum_{m=1}^{M^{\star}} \alpha(m) \geq \eta+1$. By Proposition 1 there exist $n^{\star}, \ell^{\star} \in \mathbb{N}$ such that $\max _{m \in 1, \ldots, M^{\star}}\left|\alpha_{n^{\star}}^{\ell^{\star}}(m)-\alpha(m)\right| \leq$ $\frac{1}{M^{\star}}$ leading to, $\sum_{m=1}^{M^{\star}} \alpha_{n^{\star}}^{\ell^{\star}}(m) \geq \eta$. Let $T_{1}^{\prime}$ be large enough so that $M_{t} \geq M^{\star}, n_{t} \geq n^{\star}$, and $\ell_{t} \geq \ell^{\star}$ for all $t \geq T_{1}^{\prime}$. Fix some $\epsilon^{*}>0$. By Lemma 2 there exists some random $N_{\epsilon^{*}}$ such that for all $u \geq N_{\epsilon^{*}}$ with probability one we have $\max _{m \in 1, \ldots, M^{\star}}\left|\widehat{\alpha}_{u, n^{\star}}^{\ell^{\star}}(m)-\alpha_{n^{\star}}^{\ell^{\star}}(m)\right| \leq \epsilon^{*} / 2 M^{\star}$ so that

$$
\begin{equation*}
\sum_{m=1}^{M^{\star}} \widehat{\alpha}_{u, n^{\star}}^{\ell^{\star}}(\mathbf{X}, m) \geq \eta-\epsilon^{*} / 2 \tag{49}
\end{equation*}
$$

Since $\epsilon_{t} \downarrow 0$, there exists some $T_{2}^{\prime}$ such that for all $t \geq T_{2}^{\prime}$ it holds that

$$
\begin{equation*}
\eta-\epsilon^{*}+\epsilon_{t} \sqrt{\eta-\epsilon^{*}}<\eta-\epsilon^{*} / 2 \tag{50}
\end{equation*}
$$

Let $T_{3}^{\prime}$ be large enough so that $\kappa_{t}$ given by (11) is larger that $N_{\epsilon^{*}}$ for all $t \geq T_{3}^{\prime}$. Recalling that $\mathscr{S}$ is a countable dense subset of $[0, \infty)$ we can find some $t \geq \max \left\{T_{1}^{\prime}, T_{2}^{\prime}, T_{3}^{\prime}\right\}$ such that $s_{t} \in\left(\eta-2 \epsilon^{*}, \eta-\epsilon^{*}\right)$. With probability one it holds that,

$$
\begin{align*}
s_{t}+\epsilon_{t} \sqrt{s_{t}} & <\eta-\epsilon^{*} / 2  \tag{51}\\
& \leq \sum_{m=1}^{M^{\star}} \widehat{\alpha}_{\kappa_{t}, n^{\star}}^{\ell^{\star}}(\mathbf{X}, m)  \tag{52}\\
& \leq \sum_{m=1}^{M_{t}} \widehat{\alpha}_{\kappa_{t}, n_{t}}^{\ell_{t}}(\mathbf{X}, m)  \tag{53}\\
& =\theta_{t}(\mathbf{X}) \tag{54}
\end{align*}
$$

where (51) follows from (50), (52) follows from (49), and (53) follows from the fact that $t \geq T_{1}^{\prime}$ (and hence $M_{t} \geq M^{\star}, n_{t} \geq$ $n^{\star}$, and $\ell_{t} \geq \ell^{\star}$ ) together with the monotonicity of $\widehat{\alpha}_{k, n}^{\ell}(m)$. Since the above holds for any $\eta \in \mathbb{N}$, the result follows.

Proof of Theorem 4 First we show that

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} \xi_{t}(\mathbf{X}) \leq\|\boldsymbol{\alpha}\| \quad \mu-\text { almost surely } \tag{55}
\end{equation*}
$$

This trivially holds when $\|\boldsymbol{\alpha}\|=\infty$. So, suppose that $\|\boldsymbol{\alpha}\|<\infty$. By an argument similar to that given in the proof Theorem 3, whenever $u_{t}>\|\boldsymbol{\alpha}\|$, we have $\operatorname{Pr}\left(\theta_{t}(\mathbf{X})>u_{t}+\epsilon_{t} \sqrt{u_{t}}\right) \leq \delta_{t}$. Since $\sum_{t \geq 1} \delta_{t}<\infty$, by the Borel-Cantelli lemma, we have

$$
\sum_{t: u_{t}>\|\boldsymbol{\alpha}\|} \chi\left\{\theta_{t}(\mathbf{X})>u_{t}+\epsilon_{t} \sqrt{u_{t}}\right\}<\infty, \mu-\text { almost surely }
$$

Hence, with probability one, there exists a random time $T_{1} \in$ $\mathbb{N}$ such that, for all $t>T_{1}$,

$$
\begin{equation*}
\theta_{t}(\mathbf{X}) \leq u_{t}+\epsilon_{t} \sqrt{u_{t}} \quad \text { whenever } u_{t}>\|\boldsymbol{\alpha}\| \tag{56}
\end{equation*}
$$

In particular, let $E:=\left\{s \in \mathscr{S} \cap(\|\boldsymbol{\alpha}\|, \infty): b_{T_{1}+1}(s)=0\right\}$, and observe that $|E|<\infty$. Therefore, there exists some time $T_{2}>T_{1}$ such that, for every $s \in E$ there exists $t \in\left\{T_{1}+\right.$ $\left.1, \ldots, T_{2}\right\}$ with $u_{t}=s$. As follows from (56), for all $t \geq T_{2}$, with probability one we have $b_{t}(s)=1$ for all $s>\|\boldsymbol{\alpha}\|$ and (55) follows. The fact that

$$
\begin{equation*}
\liminf _{t \rightarrow \infty} \xi_{t}(\mathbf{X}) \geq\|\boldsymbol{\alpha}\|, \quad \text { almost surely } \tag{57}
\end{equation*}
$$

for $\|\boldsymbol{\alpha}\|<\infty$ follows analogously. To see this, take any $\eta<$ $\|\boldsymbol{\alpha}\|<\infty$ and define $\varrho:=\|\boldsymbol{\alpha}\|-\eta$. As in the proof of Theorem 3, there exists some $s \in \mathscr{S} \cap(\eta,\|\boldsymbol{\alpha}\|-7 \varrho / 8)$ and a random time $T_{1}^{\prime}$ such that for all $t \geq T_{1}^{\prime}$, with probability one, we have

$$
\begin{equation*}
\theta_{t}(\mathbf{X})>u_{t}+\epsilon_{t} \sqrt{u_{t}} \quad \text { whenever } u_{t} \leq s \tag{58}
\end{equation*}
$$

The set $E^{\prime}:=\left\{s \in \mathscr{S} \cap(\eta,\|\boldsymbol{\alpha}\|-7 \varrho / 8): b_{T_{1}^{\prime}+1}(s)=\right.$ $1\}$ can only have finitely many elements, each of which will eventually be visited; that is, we can find some $T_{2}^{\prime}>T_{1}^{\prime}$ such that for every $s \in E^{\prime}$ there exists some $t \in\left\{T_{1}^{\prime}+1, \ldots, T_{2}^{\prime}\right\}$ with $u_{t}=s$. By (58) for all $t \geq T_{2}^{\prime}$ with probability one it holds that $b_{t}(s)=0$ for all $s \in \mathscr{S} \cap(\eta,\|\boldsymbol{\alpha}\|-7 \varrho / 8)$ and (57) follows. Now suppose that $\|\boldsymbol{\alpha}\|=\infty$. By an argument analogous to the above, for each $\eta \in \mathbb{N}$ and every $\epsilon^{*}>0$ there exists some $s \in\left(\eta-2 \epsilon^{*}, \eta-\epsilon^{*}\right)$ and a random $T_{1}^{\prime \prime} \in \mathbb{N}$ such that for all $t \geq T_{1}^{\prime \prime}$ with probability one we have

$$
\begin{equation*}
\theta_{t}(\mathbf{X})>\eta-\epsilon^{*} \geq u_{t}+\epsilon_{t} \sqrt{u_{t}} \quad \text { whenever } u_{t} \leq s \tag{59}
\end{equation*}
$$

Again, by 59) and noting that the set $E^{\prime \prime}:=\{s \in \mathscr{S} \cap(\eta-$ $\left.\left.2 \epsilon^{*}, \eta-\epsilon^{*}\right): b_{T_{1}^{\prime \prime}+1}(s)=1\right\}$ has finite cardinality, we can find some $T_{2}^{\prime \prime}$ such that for all $t \geq T_{2}^{\prime \prime}$ with probability one we have $b_{t}(s)=0$ for all $s \in \mathscr{S} \cap\left(\eta-2 \epsilon^{*}, \eta-\epsilon^{*}\right)$. Since this holds for every $\eta \in \mathbb{N}$ and any $\epsilon^{*}>0$, it follows that when $\|\boldsymbol{\alpha}\|=\infty$ we have $\liminf _{t \rightarrow \infty} \xi_{t}(\mathbf{X}) \geq \infty, \mu-$ almost surely. This completes the proof.

Proof of Lemma 3. Fix $m, \ell \in \mathbb{N}, n>m \in \mathbb{N}$ and some $j \in\{1, \ldots, n-m\}$. Define $\mathcal{C}_{1}^{j}(\ell):=\left\{[A]_{1}^{j}: A \in \mathcal{D}_{j, \ell}\right\}$ and $\mathcal{C}_{j+m}^{n}(\ell):=\left\{[B]_{j+m+1}^{n}: B \in \mathcal{D}_{j^{\prime}, \ell}, j^{\prime}:=n-m-j\right\} . \mathrm{Ob}-$ serve that $\sigma\left(\mathcal{C}_{1}^{j}(\ell)\right)=\mathfrak{F}_{1}^{j}(\ell)$ and that $\sigma\left(\mathcal{C}_{j+m}^{n}(\ell)\right)=\mathfrak{F}_{j+m}^{n}(\ell)$. Moreover, $\mathfrak{F}_{1}^{J}(\ell)$ and $\mathfrak{F}_{j+m}^{n}(\ell)$ are atomic, with the elements of the countable collections $\mathcal{C}_{1}^{j}(\ell)$ and $\mathcal{C}_{j+m}^{n}(\ell)$ as their atoms
respectively. By Bradley [1, Vol. 1, Proposition 3.21] we can write $\beta\left(\mathfrak{F}_{1}^{j}(\ell), \mathfrak{F}_{j+m}^{n}(\ell)\right)$ as,

$$
\frac{1}{2} \sum_{U \in \mathcal{C}_{1}^{j}(\ell)} \sum_{V \in \mathcal{C}_{j+m}^{n}(\ell)}|\mu(U \cap V)-\mu(U) \mu(V)|=\beta_{n, j}^{\ell}(m)
$$

Proof sketch of Proposition 5. The result follows in much the same way as in Proposition 3, by observing that since $\beta(m) \geq \alpha(m), m \in \mathbb{N}$, as follows from Lemma 2 for all $D \in \mathcal{D}_{n, \ell}, n, \ell, t \in \mathbb{N}$ and every $\epsilon>0$ we have,

$$
\operatorname{Pr}\left(\left|\mu_{t}(\mathbf{X}, D)-\mu\left([D]_{1}^{n}\right)\right| \geq \epsilon\right) \leq \frac{4\|\boldsymbol{\beta}\|}{t \epsilon^{2}}
$$

Thus, for a fixed $\epsilon>0$ and $t, n \in \mathbb{N}$ we can deduce that $\operatorname{Pr}\left(\Omega_{t, n}\right) \geq 1-\left(2^{2^{2 n \ell+1}+2^{m \ell+1}+2}\right) \frac{\|\boldsymbol{\beta}\|}{t \epsilon^{2}}$ where

$$
\Omega_{t, n}:=\left\{\max _{D \in \mathcal{D}_{n, \ell}}\left|\mu_{t}(\mathbf{X}, D)-\mu\left([D]_{1}^{n}\right)\right| \leq \epsilon /\left(2^{2^{m \ell}+2^{2 n \ell}}\right)\right\}
$$

Next, as in the proof of Proposition 3 we can obtain

$$
\begin{aligned}
\operatorname{Pr}\left(\left|\widehat{\beta}_{t, n}^{\ell}(\mathbf{X}, m)-\beta_{n}^{\ell}(m)\right| \geq \epsilon\right) & \leq 2 \operatorname{Pr}\left(\Omega_{t, n}^{c}\right) \\
& \leq\left(2^{2^{2 n \ell+1}+2^{m \ell+1}+2}\right) \frac{\|\boldsymbol{\beta}\|}{t \epsilon^{2}}
\end{aligned}
$$

which together with a union bound gives the second concentration bound as well.
Proof of Theorem 7 Consider a rate function $\gamma: \mathbb{N} \rightarrow[0,1]$ and denote by $\mathscr{R}_{\gamma}^{\alpha}$ the class of processes with $\gamma$ as rate function of their $\alpha$-mixing coefficients. Consider a process measure $\mu \in \mathscr{C}^{\alpha}$ with corresponding sequence of random variables $\mathbf{X}$. First, observe that $g_{t}$ is $\mathfrak{F}_{t}$-measurable. To prove that $g_{t}$ is consistent in the sense of (21), we proceed as follows. Consider a process $\mathbf{X}$ with process distribution $\mu$. Let $E_{t}:=\left\{\exists m \in\left\{1, \ldots, M_{t}\right\}\right.$ such that $\left.\widehat{\alpha}_{t}(\mathbf{X}, m)>\gamma(m)+\epsilon_{t}\right\}$. If $\mu \in \mathscr{C}^{\alpha} \cap \mathscr{R}_{\gamma}^{\alpha}$, we have

$$
\begin{align*}
\operatorname{Pr}\left(E_{t}\right) & \leq \sum_{m=1}^{M_{t}} \operatorname{Pr}\left(\widehat{\alpha}_{t}(\mathbf{X}, m)>\gamma(m)+\epsilon_{t}\right) \\
& \leq \sum_{m=1}^{M_{t}} \operatorname{Pr}\left(\widehat{\alpha}_{t}(\mathbf{X}, m)>\alpha(m)+\epsilon_{t}\right)  \tag{60}\\
& \leq \sum_{m=1}^{M_{t}} \operatorname{Pr}\left(\left|\widehat{\alpha}_{t}(\mathbf{X}, m)-\alpha_{n_{t}}^{\ell_{t}}(m)\right|>\epsilon_{t}\right)  \tag{61}\\
& \leq\|\boldsymbol{\alpha}\| \delta_{t}, \tag{62}
\end{align*}
$$

where (60) follows from the fact that $\mu \in \mathscr{R}_{\gamma}^{\alpha}$, 61) from observing that $\alpha_{n_{t}}^{\ell_{t}}(m) \leq \alpha(m), m \in \mathbb{N}$, and 62) follows from Proposition 3 Noting that $\|\boldsymbol{\alpha}\|<\infty$ and $\delta_{t}$ is summable, we have $\sum_{t \in \mathbb{N}} \operatorname{Pr}\left(E_{t}\right) \leq\|\boldsymbol{\alpha}\| \sum_{t \in \mathbb{N}} \delta_{t}=\|\boldsymbol{\alpha}\| \delta<\infty$. Therefore, $\operatorname{Pr}\left(\bigcap_{t=1}^{\infty} \bigcup_{t^{\prime}=t}^{\infty} E_{t^{\prime}}\right)=0$ by the Borel-Cantelli Lemma. This means that there exists some random $\tau$ (which depends on the sample-path) such that for all $t \geq \tau$ we have $g_{t}(\mathbf{X})=+1, \mu-$ almost surely. On the other hand, suppose $\mu \in \mathscr{C}^{\alpha} \backslash \mathscr{R}_{\gamma}^{\alpha}$ and observe that there exists some $m^{*} \in \mathbb{N}$ and some $\delta^{*} \in(0,1]$ such that $\alpha\left(m^{*}\right)-\gamma\left(m^{*}\right)=\delta^{*}$. Let $\widetilde{E}_{t}:=\left\{\forall m \in\left\{1, \ldots, M_{t}\right\}\right.$ such that $\left.\widehat{\alpha}_{t}(m) \leq \gamma(m)+\epsilon_{t}\right\}$. Recalling that $\left\langle\ell_{t}\right\rangle$ and $\left\langle n_{t}\right\rangle$ are increasing sequences, by

Proposition 1 there exists some $T_{1}$ such that for all $t \geq T_{1}$ we have

$$
\begin{equation*}
\left|\alpha_{n_{t}}^{\ell_{t}}\left(m^{*}\right)-\alpha\left(m^{*}\right)\right| \leq \delta^{*} / 2 \tag{63}
\end{equation*}
$$

Since $\left\langle M_{t}\right\rangle$ is an increasing sequence, we can find some $T_{2} \in$ $\mathbb{N}$ such that $m^{*} \leq M_{t}$ for all $t \geq T_{2}$. Moreover, since $\left\langle\epsilon_{t}\right\rangle$ decreases with $t$ there exists some $T_{3}$ such that $\epsilon_{t} \leq \delta^{*} / 4$ for all $t \geq T_{3}$. Let $T^{*}:=\max \left\{T_{1}, T_{2}, T_{3}\right\}$. For $t \geq T^{*}$ we have,

$$
\begin{align*}
\operatorname{Pr}\left(\widetilde{E}_{t}\right) & \leq \operatorname{Pr}\left(\widehat{\alpha}_{t}\left(\mathbf{X}, m^{*}\right) \leq \gamma\left(m^{*}\right)+\epsilon_{t}\right) \\
& \leq \operatorname{Pr}\left(\widehat{\alpha}_{t}\left(\mathbf{X}, m^{*}\right) \leq \gamma\left(m^{*}\right)+\delta^{*} / 2-\epsilon_{t}\right)  \tag{64}\\
& \leq \operatorname{Pr}\left(\widehat{\alpha}_{t}\left(\mathbf{X}, m^{*}\right)-\alpha_{n_{t}}^{\ell_{t}}\left(m^{*}\right) \leq-\epsilon_{t}\right)  \tag{65}\\
& \leq \operatorname{Pr}\left(\left|\widehat{\alpha}_{t}\left(\mathbf{X}, m^{*}\right)-\alpha_{n_{t}}^{\ell_{t}}\left(m^{*}\right)\right| \geq \epsilon_{t}\right)  \tag{66}\\
& \leq\|\boldsymbol{\alpha}\| \delta_{t}, \tag{67}
\end{align*}
$$

where (64) follows from the fact that $\epsilon_{t} \leq \delta^{*} / 4$ for $t \geq T_{3}$ so that $\delta^{*} / 2-\epsilon_{t} \geq \epsilon_{t}$, 65) follows from (63) and (67) follows from Proposition 3 and the choice of $\tau_{t}$. In much the same way as above, we have $\sum_{t=T^{*}}^{\infty} \operatorname{Pr}\left(\widetilde{E}_{t}\right) \leq\|\boldsymbol{\alpha}\| \delta<\infty$ and by the Borel-Cantelli Lemma we obtain $\operatorname{Pr}\left(\bigcap_{t=1}^{\infty} \bigcup_{t^{\prime}=t}^{\infty} \widetilde{E}_{t^{\prime}}\right) \leq$ $\operatorname{Pr}\left(\cap_{t=T^{*}}^{\infty} \cup_{t^{\prime}=t}^{\infty} \widetilde{E}_{t^{\prime}}\right)=0$. Thus, there is some random $T$ such that for all $t \geq T$ we have

$$
g_{t}(\mathbf{X})=-1, \quad \mu-\text { almost surely }
$$

Proof sketch of Proposition 4 Fix $m, \ell \in \mathbb{N}$ and $n>m$. Observe that for each $j \in\{1, \ldots, n-m\}$ we have $\mathfrak{F}_{1}^{j}(\ell) \subseteq \mathfrak{F}_{1}^{j}(\ell+$ $1), \ell \in \mathbb{N}$ and $\mathfrak{F}_{j+m}^{n}(\ell) \subseteq \mathfrak{F}_{j+m}^{n+1}(\ell+1), n, \ell \in \mathbb{N}$ are each a sequence of $\sigma$-algebras with $\bigvee_{\ell}^{\infty} \mathfrak{F}_{1}^{j}(\ell)=\sigma\left(X_{1}, \ldots, X_{j}\right)$ and $\bigvee_{n, \ell}^{\infty} \mathfrak{F}_{j+m}^{n}(\ell)=\sigma\left(\left\{X_{t}: t \geq j+m+1\right\}\right)$. Therefore, by Bradley [1]. Vol. 1, Proposition 3.18] we can deduce that $\lim _{n, \ell \rightarrow \infty} \beta\left(\mathfrak{F}_{1}^{j}(\ell), \mathfrak{F}_{j+m}^{n}(\ell)\right)$ is given by

$$
\beta\left(\sigma\left(\left\{X_{t}: 1 \leq t \leq j\right\}\right), \sigma\left(\left\{X_{t}: t \geq j+m+1\right\}\right)\right)
$$

As in Lemma 1, it is straightforward to check that for each $m \in \mathbb{N}$ we have

$$
\begin{equation*}
\sup _{n, \ell} \max _{j \in\{1, \ldots, n-m\}} \beta_{n, j}^{\ell}(m)=\sup _{j \in \mathbb{N}} \sup _{n \geq j+m+1} \sup _{\ell} \beta_{n, j}^{\ell}(m) \tag{68}
\end{equation*}
$$

Thus, analogously to the proof of Lemma 1, by 68) and Lemma 3 we obtain $\lim _{n, \ell \rightarrow \infty} \beta_{n}^{\ell}(m)=\beta(m)$.
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